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1 Overview

This course is divided into two parts. In the first part, we will study many different spacetimes at
the same time and extract general features from this large class. Of course, we are not interested
in some random selection of spacetimes: we would like to study physically interesting spacetimes
such as those with gravitational radiation generated by some compact source (for instance, a
black hole binary system or a rotating neutron star). While the spacetime near these compact
objects is strongly curved and the details to describe these spacetimes are very complicated, as you
move far away from the strong gravity regime, the spacetime curvature dies off and the spacetime
starts to look like flat spacetime. Hence, these spacetimes capture the idea of an isolated system
and should be asymptotically flat. We will learn how to rigorously define this intuitive concept
of asymptotically flat spacetimes, what their asymptotic symmetries are and how to describe
gravitational radiation. That this is possible is fortunate for us as theoretical physicists and is in
no way a demand on the theory, as so nicely put in words by Geroch:

“After all, a given physical theory — and general relativity in particular — has no
need whatever of any notion of “isolated system”: The theory is, at least in principle,
as viable, as self-contained, as predictive without such a notion with it. A definition is
sought, rather, for its convenience, for we choose to understand the Universe through
analysis of smaller, simpler systems, one at a time. There are no “correct” or “incorrect”
definitions, only more or less useful ones.” [1, page 4]

In the second part, we will specialize to studying perturbations on a black hole background. Black
holes were once thought to be merely mathematical solutions unrelated to our Universe. Nowa-
days they play a central role in our understanding of the Universe. The Event Horizon Telescope
recently observed light emitted from the accretion disk of the black hole at the center of the galaxy
MS87. This black hole is a supermassive black hole with a mass about 4 x 108 M. The LIGO-Virgo
collaboration has observed binaries comprised of stellar-mass black holes in the range 1 — 100M,
by observing the gravitational radiation emitted as the two black holes orbit each other and finally
merge. These recent observations add to the growing body of observations of black holes by other
means such as X-ray observations and precise measurements of stellar orbits near black holes. In
these lecture notes, we will first learn about gravitational perturbations on the background of a
non-rotating black hole. Next, we will learn about the Geroch-Penrose-Held formalism to also
study perturbations off a rotating black hole spacetime.

Conventions: In these notes, I will use geometrical units with ¢ = Gy = 1 where ¢ is the speed
of light and Gy is the gravitational constant, use abstract index notation unless otherwise indi-
cated (see [2]), restrict myself to four-dimensional spacetimes and use the mostly plus convention
(— 4+ ++). For all other conventions, I usually follow those in [2].

Disclaimer: These lecture notes may still contain typos (a special thanks goes out to Joost
Remie, Luuk Venbrux and Luka Stam for catching many of them already). If you find any typos,
mistakes or if certain parts are unclear, please send me an email (bbonga@science.ru.nl).



2 Asymptotically flat spacetimes

Asymptotically flat spacetimes are, roughly speaking, spacetimes whose metric approaches a
Minkowski metric in the limit as one moves away from the source. Analytic examples are the
Schwarzschild, Kerr-Newman and Vaidya spacetimes. Asymptotic flatness has many applications
in gravitational science ranging all the way from numerical relativity (for instance, ‘Characteristic
Cauchy Extraction’ in current spectral codes) to mathematical relativity (such as in the positive
mass theorems).

Making the intuitive idea of becoming “flat” far away precise is delicate. How quickly should the
metric “approach a Minkowski metric”? If the metric becomes flat too slowly, then the asymptotic
behavior is not sufficiently close to that of Minkowski space and one does not gain anything by
moving far away. If, on the other hand, the approach to flatness is too fast, then the asymptotic
metric is so much like that of Minkowski spacetime that one rules out interesting spacetimes.
For instance, you could imagine that in some appropriate coordinate system you demand that the
metric should have no 1/r terms and thereby you would rule out systems with non-zero mass (such
as the Schwarzschild metric). Definition of asymptotic flatness represent a compromise between
these two effects. In some ways, this definition is like specifying boundary conditions general enough
to describe a large class of spacetimes and rigid enough to recover an interesting structure that
allows you define concepts such as energy and angular momentum. To some degree, this is as much
an art as science. Perfectly reasonable scientists can disagree on what such boundary conditions
should be. Fortunately, most scientists agree on the definition of asymptotic flatness. !

There are two ways to study asymptotically flat spacetimes: (1) in the spirit of general relativ-
ity using differential geometry, or (2) introducing coordinates. Historically, the second approach
was developped first by Bondi, Sachs and others and later on this was ‘geometrized’ by Penrose
and others. We will follow the opposite route in these lecture notes: we will first learn about
the geometric approach and later on learn how this translates to the coordinates of Bondi and
Sachs.

! Although, there are some recent exceptions advocating for more relaxed boundary conditions [3, 4, 5, 6]; but see
[7] for a criticism of that approach.



Background knowledge

The following concepts are used in the remainder of this section. Most of these concepts
are also introduced in text and tutorials, but if you would like some more background
information, I can recommend:

e Conformal transformations. For more background on these transformations, see
tutorial 1 and [2, App. D].

e« Hypersurfaces. If you want to brush up your background on hypersurfaces in general
relativity, I can recommend [8, first part App. D].

o Conformal diagrams. You will learn more about these diagrams in Sec. 2.1 and in
tutorial 2. For a detailed introduction to this topic, I can recommend Tong’s lecture
notes [9, Ch. 4], Blau’s lecture notes [10, Ch. 28] and/or App. H in Carroll’s book [8].

o Expansion, shear and twist. These concepts describe how a geodesic congruence
changes. [A geodesic congruence is a collection of geodesics in an (open) region of
spacetime such that every point in that region belongs to exactly one geodesic.] Simply
put, for any geodesic congruence with v* as a tangent vector: V,v® is its expansion,
V (V) — %chcgab is its shear and V,vy) is its twist. For a quick review, see [8, App. F|
(note: Carroll calls twist ‘rotation’) or [2, first part of Ch. 9.2].

o Lie derivatives. For all practical purposes, you only need to know that

‘CUTabcmdef... _ vmvaabc...defm . Tmbcmdef...vmva . Tamcmdef...vmvb
_ Tabm...defmvm,vc -+ Tabc.,.mefmvdvm + Tabcmdmf..,ve'vm
+ Tabcwdem...vam e oo (21)

where V, can be any derivative operator and does not necessarily have to be the
covariant derivative operator. For instance, it sometimes is very convenient to use the
partial derivative instead. If you would like a more thorough understanding of Lie
derivatives, see [8, App. B].

e Pullback. Pullbacks are about maps between different manifolds. In Sec. 2.3, we use
them to make concepts like the induced metric more precise. You do not need to be
an expert on pullbacks (and its related concept pushforwards), but if you like to know
more, see [8, App. A] or [9, Ch. 2]

2.1 Canonical example: Minkowski spacetime

The canonical example of an asymptotically flat spacetime is of course flat spacetime itself. There-
fore, we will study this first and highlight some important features. From the conformal diagram
in Fig. 1, it is immediately clear that there are many ways to take a limit to infinity:

« One can fix the time coordinate ¢ and send r — oo to reach spatial infinity i%;

o One can fix the radial coordinate r and send t — +00 to reach future (past) time-like infinity
ii;

o One can fix the null coordinate u := ¢t —r (v :=t+r) and send r — oo to reach future (past)
null infinity T+ (pronounced as “scri-plus” and “scri-minus”).

Since we are interested in studying gravitational radiation, which like electromagnetic and other
types of radiation propagates along null geodesics (within the geometric optics approximation),
the last limit is the most relevant to take; ZT is the natural arena where all forms of radiation find
its final resting place. Writing the Minkowski metric in null coordinates

gudatds” = —dt* + dr? + 7 (d92 +sin? @ d¢2) (2.2a)



Tt

]

Figure 1: Conformal diagram of Minkowski spacetime. Each point represents a two-sphere with
the exception of the line » = 0, which is one-dimensional. Radiation travels along null geodesics,
which are always at a 45° angle with respect to the time-axis.

— —du? — 2dudr + 12 (d92 + sin2 0 d¢2) : (2.2b)

we notice that if we take the limit » — oo, the metric components on the two-sphere diverge. But
the situation is even worse: as we will see, also the differential dr diverges in this limit. You may
wonder if this is an artifact of the coordinates or whether the metric as a tensor truly diverges.
There are two methods to assess this: (1) contract the tensor with a complete set of smooth vector
fields and assess the resulting scalars, or (2) introduce coordinates that are smooth in the limit and
evaluate all the components of the tensor with respect to that smooth coordinate system. We will
follow the second approach here. Introduce 2 = % so that 2 — 0 as 7 — oo and df? is a perfectly

well-defined differential, also at 2 = 0. Going back to dr and writing it in terms of
dr =d(Q™") = —Q72dQ, (2.3)

we see that dr diverges as 72 in the limit 7 — oo. In other words, the limit to infinity of the
physical metric is not well-defined, or even better phrased: the physical metric at r = oo is not
defined. So how should we take the limit to infinity? A clever mathematical technique to overcome
this is to “bring infinity in to a finite place, and represents it by additional points attached to space-
time”. How can we achieve this? By a conformal transformation! Thus, we introduce an unphysical
metric Gap = Q%gqp for which the limit  — 0 is well-defined. The conformally rescaled Minkowski
metric is

Gudatda” = 02g,,datda” = —Q2du? + 2dudQ + (d62 +sin? 0 d<;52) , (2.4)
which in the limit to infinity simply becomes

Jim gy datde” = 2dudQ + d6? +sin? 0 do? . (2.5)
_>

There are two interesting features of the metric at Z: (1) the metric is degenerate at Z, i.e., it
has signature (0 + +) (indicating that Z is a null surface), (2) the surfaces of constant u and
are round two-spheres so that 7 is topologically R x S2. We will see that all asymptotically flat
spacetimes share these two properties with Minkowski spacetime.

We were strictly speaking not allowed to take the above limit 7 — oo (or equivalently, 2 — 0)
as the coordinate range for Minkowski space is 0 < r < oo, in other words ‘r = oo’ is not part
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Figure 2: Visualization of a conformally completing a spacetime: the boundary € = 0 is not part
of the manifold M, but is part of the conformally completed manifold M.

of the spacetime (not so surprisingly, as the metric diverges there). In conformally rescaling the
spacetime, we have “secretly” added the boundary €2 = 0 to the original spacetime M. Therefore,
we are in fact working with a larger manifold M = M U Z, known as the conformally completed
spacetime. This procedure is illustrated in Fig. 2. Adding the boundary Z to the manifold M is
very powerful as it allows us to continue to use local differential geometry — a key tool in general
relativity.

Remark 2.1. In the above, we focused on future null infinity Z. One can reach Z~ by replacing u
by v and then taking the limit 7 — oo keeping v fixed. For most isolated systems we are interested
in modeling, a reasonable assumption is to implement a ‘no incoming radiation’ condition, which
makes Z~ a somewhat boring surface. It is on future null infinity where one can track the dynamics
of the system, and we therefore mostly focus on Z*. However, all results for Z* also apply to Z—

(up to some minor modifications). Occasionally, we refer to Z in which case one can either read
ItorZ .

2.2 Geometric definition

Asymptotically flat spacetimes describes a large class of spacetimes that are modeled after Minkowski
spacetime. The exact definition is as follows.

Definition 2.1. A space-time (M, gop) is asymptotically flat if there exists a manifold M with
boundary Z equipped with a Lorentzian metric g,, and a diffeomorphism from M onto (M \ I)
such that:

(i) there exists a smooth function © on M such that Gup = Q%ga on M; Q = 0 on Z; and
Nng = V41 is nowhere vanishing on Z;

(ii) Z is topologically R x S?;

(iii) gqp satisfies Einstein’s equation, i.e., Ry — %Rgab = 87G T, where Q72 Ty, has a smooth
limit to Z.2

The first condition ensures that (M, §) is a conformal completion of (M, g4) in which the bound-
ary 7 is at infinity with respect to the physical metric g (by demanding that @ = 0 on Z). Note
that we used the same general method for attaching a boundary to the physical spacetime as we
did in the case of Minkowski spacetime in Sec. 2.1. The condition that V. is nowhere vanishing
on T ensures that we can use the conformal factor on Z to perform Taylor expansions of physical
fields and capture their decay as these fields approach Z. In terms of the physical spacetimes, the

2In these lecture notes, I assume that all fields are smooth. These conditions can be relaxed, and weaker
differentiable structures have been studied in the literature.



condition V, 0 # 0 ensures that §2 has the same leading order behavior as in Minkowski spacetime,
that is, the conformal factor Q falls off like 1/r.

The second condition requires null infinity Z to have the same topology as the conformal com-
pletion of Minkowski spacetime. This topological restriction is — quite surprisingly — essential
for constructing a useful framework at null infinity. Without this condition, the notion of asymp-
totic symmetries (which we will discuss in Sec. 3) would be drastically different and one cannot
introduce basic notions such as the energy flux radiated by gravitational waves.

Condition (i) and (ii) are — while motivated by physics — essentially pure math: you could apply
this to any manifold with a metric, there is no physics involved. This is where point (iii) comes
into play: first of all, we demand that the physical metric satisfies Einstein’s equation. Moreover,
to ensure that this class of spacetimes is asymptotically flat and describes isolated systems with
physically reasonable properties, the curvature should decay near Z. Alternatively, matter fields
should decay near Z. This is encoded in the requirement that Q=2 T, has a smooth limit to Z. The
precise power of ) ensures that the total energy-momentum of the system is well-defined at any
instant of retarded time along Z. Standard matter fields such as Maxwell fields satisfy this condition
and one therefore does not expect this to rule out any physically interesting spacetimes.

We can strengthen the above definition by also demanding that Z has the “right size” so that the
spacetime is not just asymptotically flat, but asymptotically Minkowskian.

Definition 2.2. A spacetime (M, gqp) is asymptotically Minkowskian if it is asymptotically flat
and if the boundary Z satisfies the following condition:

(iv) If Q is chosen such that V,n® vanishes at Z, the vector field n® is complete on Z.

We will see in the next section that if a spacetime is asymptotically flat, one can always choose
Q such that V,n® vanishes on Z, so that the first part of the sentence in condition (iv) is not a
restriction. The second part of the sentence is and it states that Z is complete in the R direction.?
This condition does not play an essential role in most of gravitational wave theory, however, its
validity is essential for certain black hole physics results as well as in the study of scattering from
I~ toZ".

At this point, it is good to take a break and ask ourselves: why are these two definitions reasonable?
There are three lines of independent support. First of all, this definition includes many analytic
examples of interest such as rotating black holes described by the Kerr solution. Secondly, it
is shown that the above definitions are linearization stable meaning that an asymptotically flat
spacetime with small fluctuations generated by some compact source is also asymptotically flat
[11]. Third, mathematicians have provided evidence that the class of asymptotically flat spacetimes
is large and includes many interesting physical scenarios. Finally, this definition is useful in the
sense that it has enough structure to allow for — among other concepts — a definition of energy-
momentum radiated.

2.2.1 TImplications Einstein’s equation

Note that nowhere in the definition did we demand that Z is a null surface. This is not input,
but a direct consequence of Einstein’s equation. In particular, if the physical metric g4, satisfies
Einstein’s equation, then the conformally rescaled metric g, (also known as the unphysical metric)
satisfies

~ 1. = _ ~ o~ o
Rap — igabR + 292 ! (vanb - gabvcnc) + 30 2gabncnc =81y , (26)

3You can check completeness of a vector field tangent to geodesics by looking at its affine parameter: if the affine
parameter is unbounded so that it ranges from —oco to oo, the vector field is complete. If the affine parameter has
a limited range, the vector field is not complete. (As we will see, n® is tangent to null geodesics on Z. If we call its
affine parameter u, then it satisfies n®9,u = 1 and the range of u determines whether n® is complete or not.)



where as before ng := V, and n® = §%ny. Since the conformally completed metric is well-defined
and smooth on Z, so are its curvature tensors. This means, for instance, that QR,;, evaluated on
T vanishes. Multiplying the above equation with 2 and taking the limit to Z, we therefore find
that

3Gapnne = 87Ty, | (2.7)

where = denotes equality at Z. From condition (iii) in Def. 2.1, we see that Q~'T,;, = 0 so also
O%T,, = 0. Applying this to the above result, we conclude that the norm of n® vanishes on Z. In
other words, n* is a null vector on Z and 7 is a null 3-manifold (as its normal vector n® is null and
nowhere vanishing in 7).

Next, we can apply this trick of multiplying with a positive power of 2 and taking the limit to
7 once more to show that n® is not just null but also hypersurface orthogonal, shear-free and
geodetic on Z. In order to do so, we first contract Eq. (2.6) with G, to find

R—2R+207" (Van® — 4V,n") +120 %nn, = 87T, (2.8)
——R >
—3Van®

Multiplying by 2 and evaluating the resulting expression on Z yields

~

Van?, (2.9)

| =

lim Q 'n%n,
Q—0
where the left-hand side is well-defined because n*n, = 0 (in other words, n®n, = O(2)). Now
multiplying Eq. (2.6) with © and taking the limit to null infinity again, we find after using Eq. (2.9)
that

Vanp = i@cncg}ab . (2.10)
From this expression, we find that
nVing =0 (2.11)
V() — i?cncg}ab =X (2.12)
n*Van® = fnb  for some f (2.13)

where the first line states that n, is hypersurface orthogonal, the second that n, is shear-free and
the third that n® is geodetic. These properties of n® reveal that null infinity is not any random
surface, but has a lot of structure.

2.2.2 Conformal freedom

You may have wondered about the special role of 2 and how unique it is. As it turns out: not at
alll The only important properties that  needs to satisfy are (1) that it vanishes on Z, and (2)
that its gradient is non-vanishing on Z. For instance, in the conformal completion of Minkowski
spacetime, instead of 2 = 1/r, we could also have chosen {2 = 3/r or more general Q = f(u,0,¢)/r
as long as the function f does not have any zeroes. Therefore, no physical result should depend on
this choice. This is an important check one has to perform at the end of your calculations.

Now of course — as is often the case in physics — some choices of 2 will make calculations easier
than others (just as using spherical coordinates whenever you have spherical symmetry is typically a
good idea, while Cartesian coordinates in this case unnecessarily complicate your calculations). Let
us first investigate how the physical fields transform under a conformal rescaling: Q — Q' = w(Q,
where w is any arbitrary function that is nowhere vanishing on Z:

Gab — 9 ap = W2 Gab (2.14a)



g — g = w2 (2.14b)
Ng — nly = Vi (wQ) = wng + OV,w (2.14c¢)

n® — 0 =g "ny = w n® + Qw 2§Vw . (2.14d)

A popular choice is to use this conformal freedom to impose

Van® =0 . (2.15)

It is known as a (conformal) divergence free frame and this choice is made only to make intermediate
calculations simpler. No physical result depends on this choice! The reason for its convenience is
that the derivative of n® at null infinity is completely determined by its divergence (see Eq. (2.10))
and thus in a divergence free frame Venp = 0 (i.e., L£,96=0). In other words, the extrinsic
curvature of Z vanishes on Z in a divergence free frame. Moreover, from Eq. (2.9), it is also clear

that in such a frame, the normal vector n, is not just null at Z but also a bit off of Z because now
nn, = O(0?) instead of O(1).

If one is not in a conformal divergence free frame, one can always transform to one by choosing w
appropriately. In particular, we first note that

vin'" = g""’v;ng, =w 2ge (@ang - é’gbng) (2.16)
= w 2§V np, + 203GV qw 0, (2.17)
= w gV np + w2V w np + w 2§V, (Q@mu)

+ 207 2§%n, Viw 4 207305V jwViw (2.18)
= w 'WVWon® + 4w 2n*V,w + Q [w_2§ab@a@bw + 2w_3§“b@aw@bw} (2.19)

where in going from the first to the second line, we used that

~ab = w*1§0d (gadﬁbw + gbd@aw — gab@dw) — g“bégb = wilgw (@dw + @dw — 4@610.))
= 2w 1§ Vaw (2.20)
and in going from the second to the third line we used the transformation law in Eq. (2.14c). So
if we want to impose on Z that V/n'® = 0, we should choose w such that

- - 1~
WV +4w™ Vw20 = L,lnw= = Van" . (2.21)

Since this is a simple ordinary differential equation along each integral curve of n® for w, there
always exists a solution (at least locally). Thus, one can always choose to work in a conformal
divergence free frame.

Does this choice fix all the conformal freedom near Z? No. There is residual conformal freedom.
In particular, once we are in a divergence free frame, one can still change the conformal factor
by say @ as long as L£,& = 0 so that the conformal transformation does not take you out of the
conformal divergence free frame.

2.3 Universal structure

Let us recap what we have accomplished so far. Using the mathematical technique of conformally
completing a spacetime (M, gqp), we have learned about the geometric definition for asymptotically
flat spacetimes. From the few conditions in Def. 2.1, we derived that:

« T is topologically R x S? (see condition (ii) in Def. 2.1);
o 7 is a null surface (Eq. (2.7));



o 7 is ruled by null geodesics (because n? is geodetic, see Eq. (2.13));

o the normal to Z, n,, is hypersurface orthogonal and shear-free (Egs. (2.11) and (2.12)),
moreover, the conformal factor can be chosen such that it also has a vanishing expansion
(Eq. (2.15)).

The last statement is equivalent to saying that V,ny = 0, because its anti-symmetric, traceless-
symmetric and trace part all vanish. There is even more structure on Z. The conformally completed
metric g,p induces a metric on Z through its pullback (that is, the operation that maps fields on M
to Z). In particular, the induced metric is g, = §qp with the underarrow denoting the pullback.*

Since Z is a null surface, G, has signature (0 4+ +) and is degenerate (i.e., it does not have a
unique inverse).> Moreover, L£,da = 0 in a conformal divergence free frame, because L,G., = 0
in such a frame. That means that infinitesimal area elements remain unchanged in size as they
are parallel transported along n®. (In fact, they also remain unchanged in shape and form due to
the vanishing twist and shear of n®, so that infinitesimal area elements are invariant along Z when
»Cn(jab = 0)

In summary, all asymptotically flat spacetimes have a future null infinity with the above properties.
The key intrinsic fields on Z are (gup, n*). Due to the freedom in the choice of the conformal factor
Q — wq, these fields are determined by the physical spacetime only up to equivalence under the
conformal transformations (Gup, n%) +— (w?qap, w™'n?). Stated differently, the universal structure

common to all spacetimes satisfying 2.1 is given by:
1. a smooth manifold Z = R x S?,

2. an equivalence class of pairs (gup, n*) on Z where n® is a vector field and G,y is a (degenerate)
metric with §gn® = 0 and £,§a, = 0, and,

3. any two members of the equivalence class are related by the map (§up, n%) + (W?qap, w ™ n®)for
some w > 0 satisfying L,w = 0.

The above universal structure is only true in a conformal divergence free frame (for instance, the
condition £,w = 0 is a result of this choice), but since one can always make such a choice, this is not
a genuine restriction. Physically different spacetimes are distinguishable only in the “next-order”
structure such as the derivative operator on Z induced by the derivative operator compatible with
GJap ON M and the curvature tensors.

From the universal structure, it is clear that the induced metric G, on Z for any asymptotically
flat spacetime is the same as that of Minkowski spacetime (up to the freedom in one’s choice of
conformal factor). The same is true for the null vectors n® ruling Z. This implies that if the
spacetime is asymptotically flat, one can always find coordinates such that:

Gudatdz” = 2dudQ + d6? + sin? 6 dp? (2.22a)
_ 0
'O = o (2.22b)

This is exactly the induced metric and null normal of Z of Minkowski spacetime we discussed in
Sec. 2.1. Gravitational radiation and other physical fields show up at the next order structure. It
is important to stress that nowhere in this construction did we introduce a split of the background
and “gravitational waves” (as opposed to studying linearized gravity, where this is the first step!).
A split occurs naturally at null infinity: where the universal structure is like a background, and
the first-order structure contains gravitational radiation. This is an absolutely beautiful result and
allows us to study gravitational radiation fully non-linearly.

“Note that ng = 0, since no = Vo2 and Q = 0, but p is not zero on Z. Moreover, the pullback commutes with
exterior differentiation and taking Lie derivates.
SDegeneracy of the induced metric §ap also follows from the fact that 0
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Remark 2.2. Nowadays with the indirect and direct observational evidence of gravitational waves,
it is difficult to imagine that the existence of gravitational waves was debated for several decades.
One year after the publication of Einstein field equation in 1915, Einstein himself proposed the
existence of gravitational waves. Although the idea of gravitational waves was already explored by
others including Lagrange and Poincaré, Einstein’s 1916 paper provided a relativistic description by
linearizing the field equations off a Minkowski background. However, not everyone was convinced
that these waves exist in full general relativity, beyond the linear approximation. Some argued
that these waves were merely a mathematial artifact of linearizing an inherently non-linear theory.
The coordinate freedom inherent to general relativity further complicated the arguments: what
convincing appeared as “wavy” in one coordinate system could appear stationary in another. This
debate was finally resolved by theoretical work on asymptotically flat spacetimes (and a few years
later, the Hulse-Taylor binary pulsar provided (indirect) observational evidence). For a more
complete historic account, I recommend ‘Traveling at the speed of thought: Einstein and the quest
for gravitational waves’ by D. Kennefick [12].

3 Asymptotic symmetries

Before we explore the notion of asymptotic symmetries, we will briefly review the role of exact
symmetries in general relativity and the symmetries of Minkowski spacetime.

Background knowledge

o Killing vector fields. These describe symmetries in general relativity and their
defining equation is Eq. (3.1). If you would like to review these, see [8, Ch. 3.§].

e Poincaré algebra and group. These describe the symmetries of Minkowski space-
time and will be reviewed in Sec. 3.2 and tutorial 3. You may find it useful to first
refresh your memory about these symmetries as they will likely be presented in a
slightly different way than you have seen them before.

o Lie bracket. There is lots to say about Lie brackets, but for this course it suffices to
know that [v, w]" = £, w®, which using the expression for the Lie derivative in Eq. (2.1)
can also be written as [v, w]* = v®Vyw® — wPVyw? or [v,w]* = vPGHw® — wbdyv® or
with any other convenient derivative operator.

3.1 Symmetries

Symmetries play an essential role in all of fundamental physics; general relativity is no exception. In
general relativity, one is typically interested in the symmetries of the metric, known as isometries.
Intuitively, isometries provide a motion in space-time under which all the physics is invariant. The
most important isometries are those generated by Killing vector fields K%, which are vector fields
satisfying:

Lrkgap=0 <= V(aKb) =0. (3.1)

A general space-time of course has no Killing vectors, because most realistic systems have no sym-
metries. Killing vectors are important, not because they are common in actual systems, but because
they allow us to do “something” where otherwise we might not be able to do anything.

In particular, Killing vectors give rise to conserved quantities. These come in two varieties: con-
servation of quantities along geodesics known as “constants of motion” and those associated with
the stress-energy tensor. The first type is extremely useful when studying geodesics. In particular,
if u® is a tangent vector of some geodesic v so that u®V,u’ = 0, then u®kK, is constant along ~.
Put differently, if K¢ is a Killing vector field, then u®V,(u’K}) = 0. This is easily proven:

uava(ube) = uVub K + vV, K, (3.2)

11



=y’ (V(aKb) + V[aKb]> =0, (3.3)

where in going from the first to the second line, we used that u® is a tangent vector to a geodesic
and that any rank-two tensor can be decomposed into its symmetric and anti-symmetric part.
For the final equality, we used the Killing equation in Eq. (3.1) and that u®u® is symmetric upon
interchanging a <> b. The second type of conserved quantity is associated with T;. Specifically,
we first note that T,; contracted with a Killing vector field is divergence-free:

Va(TPKy) = VT Ky4+T% VoK, =0 (3.4)
N—_—— N——
:0 :V(aKb)

where the first term vanishes due to conservation of the stress-energy tensor and the second because
T is a symmetric tensor and K@ a Killing vector field. Since Vo (T®K}) = 0, so is its integral
over some four-dimensional volume [V, (T “be) d*V = 0. If the stress-energy Ty, has compact
support, i.e., it is non-zero only within some finite region, by Stokes’ theorem, we find that

0= / Vo (TKy) d*V = / T Ky dS, — / T K, dS, (3.5)
b P

where X, ¥’ are three-dimensional hypersurfaces (see Fig. 3). Consequently, the value of [, TYKydY,
is independent of the hypersurface ¥ and in that sense “conserved”. (If T, is not of compact sup-
port, or if the surface ¥ and Y’ are such that they do not extend beyond the region of compact
support of T, then the “sides” of the region also need to be taken into account in Eq. (3.5) and
[ T KydY, will generically no longer be independent of the surface 3.)

Tab#o

2/

Figure 3: The gray region denotes a four-dimensional worldtube in which T is non-zero, elsewhere
T,y vanishes. 3 and Y’ represent three-dimensional hypersurfaces.

By analogy with the Killing vector fields of Minkowski spacetime, if a Killing vector is time-like,
then the conserved quantity u®K, is called the energy of the particle flowing along the geodesic
and the conserved quantity associated with T, is called the energy of the region with non-zero
T,p. Similarly, conserved quantities associated with Killing vectors generating spatial translations
are called (components of the) momentum, and the conserved quantities associated with Killing
vectors generating rotations are called (components of the) angular momentum. The conserved
quantities associated with boosts are typically less useful and have no special name.

12



3.2 Symmetries of Minkowski spacetime

The symmetry group of Minkowski spacetime is the Poincaré group. The action of the generators
of this group is represented by the ten Killing vector fields of Minkowski spacetime, which can be
decomposed as:

K, =Fu2"+ K, (3.6)

where F,; is a constant antisymmetric tensor field (so V.F,, = 0), K, is a constant vector field
(VoK = 0) and z¢ is the position vector relative to some origin O of Minkowski spacetime (so
that Vo2 = §2). The four translations of Minkowski spacetime are generated by the constant
part in K, that is, K ,. When K, is time-like, the Killing vector field generates time translations;
when it is space-like, it generates spatial translations. The part F 2’ generates Lorentz boosts
and rotations. What is called a boost and what a rotation, depends on one’s choice of a unit
time-like vector t* with respect to the origin O:

o The “electric” part of F,,t® generates Lorentz boosts in the direction of F;t’;

o The “magnetic part of F;t°, which is given by %eadeE petd, generates spatial rotations.%

Of course, if you change the (arbitrary) choice of origin, then the decomposition of the Killing
vector field in Eq. (3.6) also changes. Specifically, if your new choice of origin O’ is shifted by ¢*
relative to the original choice O, then the position vectors z% and z'“ relative to the origins O
and O are related by 2/* = 2% — ¢* (see Fig. 4). Substituting this into Eq. (3.6), we find that
the Killing vector field is now decomposed as K, = F 2’ "+ K ! with the constant part given by
K; = Ka + Eabcb’

Figure 4: Shift in origin from O to O’ by ¢* with the associated relabelling of the point p.

An important property of Killing vector fields is that if K{ and K¢ are both Killing vectors, so is its
commutator /Lie bracket [K7, K2]. In mathematical notation, this statement translates to

K$ = [K1, Ko)* = KV, K$ — KEV,K{  satisfies L, gap = 0 (3.7)

it Lx,9ap =0 and Lx,gq = 0. Thus, Killing vectors of any spacetime have the structure of a Lie
algebra.” It is natural to ask if there is a special structure to the algebra of the Killing vector fields
of Minkowski spacetime, which is called the Poincaré algebra iso(1,3). As you may expect, there
is. Let us first consider the Lie bracket of a translation Killing vector K, with another translation
Killing vector K/ :

(K, K" = K'VyK"" — K"VyK* = 0. (3.8)

Since this commutator vanishes, translations form an abelian Lie subalgebra denoted by RY3 C
is0(1,3). Next, let us consider the Lie bracket of a translation Killing vector field and a Lorentz

0f course, F, has nothing to do with electromagnetism, and the name giving is only based on the mathematical
similarities with the Maxwell tensor F,; and its decomposition into the electric and magnetic field.

"Recall that a Lie algebra is a vector space with a linear, closed, antisymmetric bracket operation called a Lie
bracket, subject to the Jacobi identity.
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transformation L% = Eabacb:
(K, L]* = K"V (E%°) — FLa*VyK* = F{K" . (3.9)

The result is a constant vector, so another translation Killing vector field. Therefore, the abelian
subalgebra R3 is an invariant subalgebra also known as a Lie ideal. Since R is a Lie ideal,
the quotient algebra iso(1,3)/R'3 is also a Lie algebra. This quotient algebra is exactly the
Lorentz algebra so(1, 3). Note, however, that there is no unique Lorentz algebra because a Killing
vector in Minkowski spacetime defines an origin-independent F',;, but no origin-independent K ,.
As a result, there exist as many Lorentz subalgebras as there are origins (i.e., infinitely many!).
Consequently, the Poincaré algebra cannot be written as a direct product of R and so(1,3), but
is a semi-direct product:

iso(1,3) = s0(1,3) x RS . (3.10)

The asymptotic symmetries of asymptotically flat spacetimes will be distinct from the Poincaré
algebra, but will share a similar structure.

Remark 3.1. Given a physical system with conserved stress-energy tensor Ty, in Minkowski
spacetime, the ten Poincaré generators K% define ten conserved quantities, namely P, the 4-
momentum, and My, the relativistic angular momentum:

P.K® + Mg, F™ = /E T K dse, (3.11)

where the integral is performed on a Cauchy surface ¥ of Minkowski spacetime.®

3.3 Asymptotic symmetry algebra

Just as symmetries represented by Killing vector fields are the motions under which the metric
is invariant, so are asymptotic symmetries of asymptotically flat spacetimes, roughly speaking,
the “asymptotic motions under which the asymptotic structure is invariant”. More precisely, the
asymptotic symmetry algebra is the algebra of infinitesimal diffeomorphisms of Z which preserves
this universal structure. We focus only on the asymptotic symmetry algebra rather than the
asymptotic symmetry group as this requires the strengthened definition of 2.2.

Concretely, the asymptotic symmetry algebra consists of all smooth vector fields €% on Z that
map one pair (gqp, n*) to another equivalent pair (g.,,n'*) within the universal structure. First of
all, note that the vector fields need to be smooth, because (Gup, n*) are. Now let us consider an
arbitrary vector field £€% that maps ¢, to a conformally related §,; and similarly for n®:

[f(jab =K Ljab (3.13&)
Len® = A n® (3.13b)

where x and A are a priori arbitrary functions on Z.? Are there any restrictions on x and \ for
this vector field to preserve the universal structure? Yes, in order to preserve that £,qG.,, = 0 also

8Under a change of origin from O — O’, we have
P, > P, (3.12)

while M, changes. In fact, three of the six components of M, — corresponding to the three boosts in the rest frame
of the system — can be transformed away by an judicious choice of origin. The non-trivial information encoded in
Mp are only three values, conveniently collected in the angular momentum 3-vector Je. Thus, although there are
ten conserved quantities, all the physical information is encoded entirely in the 4-momentum P, and the angular
momentum 3-vector J.

9Since the universal structure is intrinsic to Z all equal signs in this section refer to equalities on Z. To avoid
notational clutter, I have omitted the hat on top of the equations as it is clear from the context that these equalities
refer to Z only.

14



after the transformation, we immediately conclude that £,k = 0 because L,, (K Gup) = Lnk dap +
K LnGapy = Lnk dap. Second, we obtain an additional constraint by considering how some other
equivalence pair in this class, say ¢’ = W?Gep and n/* = w™n? transforms under a diffeomorphism
by the same £*. A short computation shows that

‘qu/ab = [’5 (W2(jab) = WQ/‘“jab + 2(,0[,5(,0 Qab

= (/{ + Zw_lﬁgw) 7 b (3.14a)
Len' = Le(wn®) = w A — w2 Lew n®
= ()\ - w_1£§w> n'®. (3.14b)

If we take k = 2a(g) and A = —a¢), then we see that
LeGab = 200)@ap and  Len® = —aeyn, (3.15)

and also
Leqly, = 20/(5)%,11; and Len'* = — o/(g)n'a, (3.16)

where ¢y is any function depending on the vector field {* on Z such that £, ) = 0 (and similarly
for 0‘29)' Hence, the vector fields £ satisfying Eq. (3.15) preserve the universal structure and are
therefore asymptotic symmetry vector fields. Moreover, if £* and (* both satisfy the conditions in
Eq. (3.15), so does [, (]". Thus, these vector fields form a Lie algebra which we denote by b for
Bondi-Metzner-Sachs (BMS) algebra.

3.3.1 Supertranslations

Let us explore the structure of this Lie algebra. Since Z is ruled by its null normal n®, let us
first consider vector fields of the form £* = fn®. In particular, such a vector field transforms the
induced metric as

'CanNab = fncacqab + 2@0((1817) (fnc) = fﬁn(jab +2 QC(anc ab)f =0 (317)
0
= =0

and the normal vector as
Lin® = fnPoyn® —n’dy (fn) = f Loan® —Lof n®. (3.18)
=0
From the transformation of the induced metric we conclude that o,y = 0, and thus Lz, n® should
vanish as well. Hence,vector fields of the form £ = fn® satisfy Eq. (3.15) if and only if
Q) =0 and L,f=0. (3.19)

Since L, f =0, f does not change as you move along Z and thus is only a function on the space of
generators of Z, which is topologically S?. Put plainly, if you introduce spherical coordinates on
S?, then f is an arbitrary function of 8 and ¢.

Now let us consider the Lie bracket of two such vector fields, £€* = fn® and (* = hn® (with of
course L, f =0 and L,h =0):

£,¢]* = fnbdy (hn®) — hn"0y (fn®) = (fLph — hLpf) n® . (3.20)

The resulting vector field is again of the form “some function” x n®, with in this case that func-
tion being zero as L, f and L£,h both vanish. Consequently, these vector fields form an infinite-
dimensional abelian subalgebra s C b. This algebra is infinite-dimensional because of the functional
freedom in multiplying n®. The vector fields that make up this algebra are called supertransla-
tions. Where does this name come from? Let us go back to the translation Killing vector fields of
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Minkowski spacetime, which also form an abelian Lie subalgebra (but now the subalgebra is four-
dimensional instead of infinite-dimensional). In Cartesian coordinates, these translational vector
fields are simply %, %, a@y, and %. If we write these vector fields in terms of the null coordinates

in Sec. 2.1 and take the limit to Z, we find that

o _ 0

— =2 =n%, 21
5% gn =" 0, (3.21a)
92 —sin cos qﬁg = —sin# cos ¢ n®0, (3.21Db)
or ou ¢ '

(gy = —ginfsin gbaau = —sinfsin ¢ n%0, (3.21c)
0 _ 0 a

5, o8 0% = —cosf n0, . (3.21d)

Thus, the time and spatial translation vector fields of Minkowski spacetime are also of the form
“some function” x n® on Z. However, now the function multiplying n® cannot be any arbitrary
function but has to be a linear combination of the spherical harmonics with [ = 0,1. Thus, su-
pertranslations are a generalization of translations as illustrated in Fig. 5. (Note that supertrans-
lations, despite ‘super’ in the name, have nothing to do with supersymmetry in particle physics.)
The presence of these supertranslations is also the reason why the asymptotic symmetry algebra
of asymptotically flat spacetimes is not the Poincaré algebra, but the larger BMS algebra.

’é+

Figure 5: Supertranslations are vector fields £€* = fn® with £, f = 0 and thus can be thought of
as angle-dependent translations; whereas translations are more “rigid” and f can only be a linear
combination of spherical harmonics Yy, (0, ¢) with [ = 0, 1. The arrows illustrate an example of a
supertranslation at a given cross-section of Z*. The length of the arrows for a time translation,
for instance, would all have the same length.

Next, let us consider the Lie bracket of any vector field £% in b and a supertranslation fn?®
(€, fn]* = fLen® + Lef n = (—aqe) [+ Lef ) (3.22)

The resulting vector field has the form of a supertranslation, but before we can conclude that is
in fact a supertranslation, we need to show that

°

Lo (—a(§>f+£§f) 0. (3.23)
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Let us start by using the sum and chain rule, to rewrite the left-hand side as:
—Ena(g) - Oé(g)ﬁnf + [,nﬁgf = ﬁnﬁgf , (3.24)

where the first term vanishes because of the conditions in Eq. (3.15) and the second because
L, f =0. The remaining term can be rewritten as

=alnf

where both terms vanish because £, f = 0 (note that for the first term we used Eq. (3.22) to con-
clude that [n, £]" = a()n®). Hence, the right-hand-side in Eq. (3.22) is indeed a supertranslation.
Therefore, the supertranslation subalgebra s is a Lie ideal in b; just as the translation subalgebra
is a Lie ideal in the Poincaré algebra iso(1,3). Therefore, we can quotient b with s to get a Lie
algebra b/s.

Lorentz & translation subalgebra

You are not expected to be able to reproduce the content in the next two subsections
3.3.2 and 3.3.3, which is rather mathematical in nature. I have included these sections
for completeness. Nonetheless, I hope you will get the general gist that there there are
many Lorentz subalgebras in the BMS algebra and that there is a unique four-dimensional
translation subalgebra.

3.3.2 Lorentz algebra

To obtain a concrete realization of this quotient b/s, let us first introduce the base space S of
generators of Z. Throughout, we have assumed that Z is a “nice” surface so that the integral
curves generated by n® are not closed (or nearly closed). As a result, each point on Z belongs
uniquely to one of the integral curves of n®. The set of all maximally extended curves of n® is a
two-dimensional manifold, known as the base space S. There is a unique projection from points
onZ to S, let’s denote it m : Z — S. The inverse of this map £ is of course not unique, but there
should be a map from S — Z such that 7 o £ is the identity on S. This (non-unique) inverse is
called a “lift” and when we speak of a cross-section of Z, we mean the lift from .S back to Z. Since
7T is topologically R x S?, it follows that the base space S is topologically SZ.

Back to the quotient b/s. Consider two vector fields £€* and £'* in b. If £* — £'* = fn®, then they
are considered equivalent in b/s. So the quotient is an equivalence class of elements of b. How can
we describe b/s more efficiently without having to carry all this additional information around?
As it turns out, the projection to the base space is invaluable here: using the projection map,
€* € b/s can be identified with vector fields on the base space S. (If {* € s, £* is mapped to zero
under this projection.) The second condition for £ € b in Eq. (3.15) now simply ensures that this
map is well-defined (because the supertranslations preserve the generators of 7) and from the first
condition we find that any X € b/s satisfies

EXgab = QQ(X)gab’ (3.26)

where g , is the positive-definite metric on the space of generators S whose lift to Z yields ¢qp. In
other words, X is a conformal Killing vector field on S?. At this point, a remarkable fact about
two-spheres helps understand what this means. Two-spheres carry a unique conformal structure:
every metric on S? is conformal to the unit two-sphere. This is a special property of two dimensions
and does not hold in any other dimension! This is also the reason that the condition that Z has
topology R x S? is included in the definition of asymptotic flatness. If null infinity were allowed to
have any other topology such as R? or T3, we could not have appealed to this special conformal
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structure, which buys a lot (and does not seem to exclude any spacetimes of interest). The fact that
the metric on S? is conformal to the unit two-sphere and X are conformal Killing vector fields of
this metric, is equivalent to saying that the Lie algebra b/s is the algebra of conformal isometries
of the unit 2-sphere. A well-known fact in the study of Lie algebras is that this Lie algebra is
isomorphic to the Lorentz algebra so(1,3). This implies immediately that the quotient b/s is the
Lorentz algebra. Hence, the asymptotic symmetry algebra of asymptotically flat spacetimes is
given by the semi-direct sum of supertranslations and the Lorentz algebra, i.e.,

b= s xs0(l,3). (3.27)

3.3.3 Translation subalgebra

Lastly, the BMS algebra b admits a unique 4-dimensional Lie ideal of translations R3. This is
the only finite-dimensional Lie ideal in b (while s is also a Lie ideal in b, it is infinite dimensional).
The easiest way to derive this is to further restrict the conformal freedom by demanding that the
induced metric on Z pulled back to the base space S is the unit two-sphere metric. This is called a
“Bondi conformal frame”. It is a convenient choice in many calculations, but it is difficult to check
conformal invariance of the final results. Nonetheless, if we go to such a frame and introduce the
standard spherical coordinates 6, ¢ for S, then translations are vector fields fn® with f = f(6, ¢)
a linear combination of spherical harmonics with only I = 0,1 (see also Eq. (3.21)). In contrast, a
generic supertranslation is a linear combination of spherical harmonics with arbitrary I. To show
that translations are a Lie ideal, we need to show that the Lie bracket of a translation with an
arbitrary BMS vector field is again a translation. This amounts to showing that for any £% = fin®
with f; comprised of spherical harmonics with [ = 0, 1:

[fin, fan]® = f3n® (3.28)
[fin, X]* = fan®, (3.29)

where fo is an arbitrary function of 6, ¢ (so that fan® represents a supertranslation) but f3 and f4
are also linear combinations of spherical harmonics with [ restricted to 0, 1. We will not show this
explicitly here, but it is certainly true!

3.3.4 Summary

At this point, it is worthwhile to recall what the BMS algebra is good for. Killing vectors play
a pivotal role in spacetimes with symmetries by providing conserved quantities with a physical
interpretation, similarly, asymptotic symmetry vector fields provide ‘conserved quantities’ at null
infinity (and their rate of change) with a physical interpretation. Quantities associated with
translations are called energy-momentum, those with rotations angular momentum. In addition,
there is an interesting connection between supertranslations and the gravitational memory effect
(see Sec. 5). Moreover, the BMS algebra gives rise to infinitely many conservation laws from past
null infinity to future null infinity in certain scattering processes, which are conjectured to play a
role in the resolution of the black hole information paradox.

In summary, asymptotic symmetries are vector fields that preserve the universal structure on Z. For
asymptotically flat spacetimes, these vector fields form the BMS algebra b, which is the semi-direct
product of supertranslations and the Lorentz algebra. This structure is an infinite-dimensional
generalization of the Poincaré algebra of Minkowski spacetime, which is the semi-direct product of
translations and the Lorentz algebra. The BMS algebra also contains a unique four-dimensional
Lie ideal t representing time and spatial translations. This “enlargement” from a finite dimensional
algebra is0(1, 3) to an infinite dimensional algebra b can be intuitively understood as follows. If
you have some physical spacetime which is asymptotically flat, and expand in 1/r, you can always
write it as:

ds® = —dt? + da? + dy? + d=2 +O(1/r) (3.30)

=nuydxtdx”
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where the 1/r fall-off refers to fall-off in a Cartesian chart of the flat “background” metric 7, .
However, their is no unique choice of flat metric to approach. For instance, if we were to make
a simple coordinate transformation to say a “rotating” frame ¢ = t' 4+ f(6, ¢) with for instance
f(0,¢) = cosb, then

r 3

1 2
dt:dt’—%dx—%dy—lr (—Z> dz

_a - sinGcochong)dx_ sim9(zos¢9sm¢)dy+ sin? 6

dz . (3.31)

r rd

Substituting this back into Eq. (3.30), it is clear that this transformation does not change the form
of the equation
ds? = —dt” + dz" + dy* + dz* +O(1/r) , (3.32)

=n,,, dzrdz”

but 7, is different from 7, and — of course — the O(1/r) and O(1/r’) parts are different.
While in both cases the leading order part is a flat spacetime, these flat spacetimes are distinct.
Consequently, they also do not have the same Poincaré algebra. Their translational Killing vector
fields are the same, but they do not share the same Lorentz subalgebra. The vectors comprising the
Poincaré algebra of 1, are asymptotic Killing vector fields of the asymptotically flat spacetime, but
so are those of 77:“,. This is ultimately the reason for the large symmetry algebra: the BMS algebra
can be thought of as the collection of the Poincaré algebras associated with all these Minkowski
metrics that are related to each other by angle dependent translations. In short, even though the
physical metric is the same, it can approach infinitely many Minkowski metrics on Z with their own
Poincaré algebras and the collection of all these is the BMS algebra. When there is no radiation
and the spacetime is stationary, one can in fact reduce the BMS algebra to the Poincaré algebra.
Thus, ultimately gravitational radiation is responsible for the existence of supertranslations.

Remark 3.2. You may have been a bit uncomfortable throughout this analysis because the asymp-
totic symmetries are in fact diffeomorphisms. In general relativity, a diffeomorphism (=gauge
transformation) is at a different footing from an isometry, yet when discussing asymptotic sym-
metries it seems like we equated the two. While this was a bit obscured by using the language
of universal structure and such, an alternative description of the asymptotic symmetry algebra
is those diffeomorphisms that preserve the asymptotic conditions of the metric modulo those dif-
feomorphisms that are asymptotically identity. What makes these “boundary diffeomorphisms”
special is that they alter the physical boundary data. This becomes remarkably clear by ana-
lyzing the degenerate directions of the (pre)-symplectic two-form in the covariant phase space:
diffeomorphisms are generically part of the degenerate directions (so they are in the kernel), but
asymptotic symmetries are not. Closely related to this point is that asymptotic symmetries give rise
to well-defined and finite conserved quantities, whereas diffeomorphisms give rise to zero charges
— regardless of the physical spacetime under consideration. The fact that the diffeomorphisms on
the “boundary” of spacetime play a special role is analogous to the distinction between “small”
and “large” gauge transformations in gauge theory.

4 Bondi-Sachs coordinates

We have defined asymptotically flat spacetimes in a geometric and, accordingly, in an inherently
covariant way. For certain practical applications, it is handy to have a suitable coordinate system
at one’s disposal. Starting from the geometric definition, we will now construct such coordinates,
for both the conformally completed unphysical spacetime and the physical spacetime. These coor-
dinates are known as Bondi-Sachs coordinates. The metric of any asymptotically flat spacetimes
takes a particular form in these coordinates and the metric coefficients fall off at a specified rate as
one approaches Z. In fact, one can also define asymptotically flat spacetimes as those spacetimes for
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which in a Bondi-Sachs coordinates, the metric coefficients satisfy the prescribed fall-off behavior.
This coordinate definition is completely equivalent to the geometric definition. In some ways, the
coordinate definition is easier to understand and allows you to build intuition for asymptotically
flat spacetimes. On the other hand, one should always be very careful in drawing conclusions for
asymptotically flat spacetimes purely based on the coordinate definition. One could be let astray
and believe that certain properties are generic, whereas they are in fact a property of the coordi-
nates themselves and not the class of spacetimes they describe. Closely related, properties derived
from the coordinates are not coordinate-invariant (by construction) and you should pay extra care
to make sure that your results are covariant. Also, be aware that Bondi-Sachs coordinates are
not “divinely prescribed” in any meaningful sense. One can construct other coordinates that can
be similarly useful. For instance, the (closely related) conformal Gaufian coordinates near 7 are
convenient in the study of asymptotic flatness in higher dimensions.

4.1 Conformal Bondi-Sachs coordinates

We first construct conformal Bondi-Sachs coordinates for the unphysical metric g, in a neigh-
borhood of Z using an asymptotic expansion. The conformal Bondi-Sachs coordinates can then
be used to setup Bondi-Sachs-type coordinates for the physical metric g4, in which Z is located
at an “infinite radial distance” in the physical spacetime. We start by choosing coordinates on
Z. Let u be the parameter along the null generators n® so that n*V,u = 1, and let S, = S?
be the cross-sections of Z with u = constant. On some cross-section, say S,, with v = wug, we
pick coordinate functions z4 and parallel transport them to other cross-sections S, along the null
generators. This means that n'Vaez? = 0. The precise choice of coordinates x4 on Sy, 1s not
relevant. You can choose standard angular coordinates (6, ¢), or stereographic coordinates (z, z)
or any other coordinates you fancy.'” Hence, (u,24) serve as coordinates on Z.

We also need to pick a coordinate away from Z. €2 is the natural candidate. In fact, the conditions
in the definition of asymptotically flat spacetimes ensure that it is a good coordinate. Additionally,
it is convenient that 2 = 0 on Z itself. Having chosen 2 as the coordinate away from Z, we can now
also extend the coordinates (u,z4) away from Z. Consider the null hypersurfaces transverse to Z
that intersect Z in the cross-sections S,. In a sufficiently small neighborhood of null infinity, such
null hypersurfaces do not intersect each other and thus generate a null foliation. We extend the
coordinate u by demanding that it is constant along these null hypersurfaces into the spacetime.
Using this definition of u, we can define a co-vector I, := —V4u, which is the future-directed null
normal to these hypersurfaces. In other words, %], = 0 everywhere (or at least in the region in
which the Bondi-Sachs coordinates are valid) and we normalize it so that at null infinity n®l, = —1.
Then, we extend the angular coordinates as well by parallel transporting them along (%, that is,
19V,z4 = 0. This concludes the setup of the conformal Bondi-Sachs coordinates (u, 2, z4) in a
neighborhood of null infinity.

As a result of the above construction, the general form of the conformally completed metric in
these coordinates is

d5? = —WePdu? + 2P dudQ + hap(de? — UAdu)(dz? — UPdu) | (4.1)

where W, 8, hap and U4 are all smooth functions of (u,Q, a;A). The inverse metric is then given
by

0 e 28 0
g = We™28 = 20U4| . (4.2)
]’LAB

19Tn general, we need of course more than one coordinate patch to cover all of S, = S* but this subtlety will not
be important.
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Note that the metric coefficients oo and goa are zero. This follows directly from the condition
that [, is null and that the 2 coordinates are parallel propagated along [*. This is more easily
seen for the inverse metric coefficients. In particular, (%l, = §%ll, = §*VauVeu = §** so that
1°l, = 0 implies that §** = 0. Additionally, take for instance 24 = (6, ¢), then

1Vt =0 = 1oV = g%,V = -3 =0 (4.3)
1'Va¢ = §1Vp = —§** =0 .

In other words, [V ,z4 = 0 implies that §“4 = 0. Inverting the metric then establishes that these
two conditions imply that goo = 0 = gna. The metric coefficient e28 could also have been called
something else altogether, such as simply 5. However, in the original paper introducing these
coordinates, Bondi and his collaborators choose €2? to highlight that this is a positive definite
function. This has been convention ever since. It makes explicit that the determinant of the
metric is negative and thus that this is a Lorentzian metric:

det(§ap) = —e*Pdet(hap) < 0. (4.5)

From the fact that Z is smooth, it is reasonable to assume that the metric components in (4.1)
have an asymptotic expansion in integer powers of {2 near Z:

w=wOwha 4+ w2 o0 (4.6a)
8 =759 4800+ @02 + 003 (4.6b)
U4 = Ul + U+ Uy + 0(2P) (4.6¢)

with all the coefficients functions of (u,24), and similarly for hsp. Now at this point the metric
components are still rather generic, but in fact, we can further restrict this freedom. Let us first
focus on hap. As we saw in Sec. 2.2.2, we can always choose the conformal factor such that n® is
divergence-free at Z. However, we also noted that this choice does not completely fix the conformal
factor: there is still residual conformal freedom. In particular, consider  — €' = w and let us
also expand w in terms of Q: w = w(® +wWQ+. ... The divergence free condition does not (even)
fix w(©® entirely. There is still freedom to change w(® as long as L£,w® = 0. In terms of these
coordinates, that means that w(®) can be any arbitrary function of 24 but cannot depend on u. Let
us pick an arbitrary cross-section of Z, say S,,,, then we can use this freedom to make hsp the unit
two-sphere metric at Z (recall that all metrics on S? are conformally related to the unit two-sphere
metric). This of course fixes w(®) completely. This choice may not sound particularly interesting
at first, until we realize that in a conformal divergence free frame L£,g, = 0 and consequently
Lohap = 0. Thus, if hap = Sap for u = ug with S4p denoting the unit two-sphere metric, it is
also true for any other value of u. So we find that

hap = Sap + CapQ+ dapQ* + O(Q?) . (4.7)

Can we use the remaining freedom in wb , w(2), ... to impose that also C'ap and d sp are restricted?
And what would be natural choices? First of all, note that since Cxp and dap are symmetric rank-
two tensors, they both have three independent components, while w being a scalar only has one
independent component. Therefore, we do not have the freedom to change Cxp and dsp into
anything we would like by a conformal transformation. As it turns out, a convenient choice is to
pick the conformal factor away from Z such that the determinant of hap (=one free function) is
equal to the determinant of the unit two-sphere everywhere (currently, this is only true on Z). As
a result, spheres of constant u and 2 will have area 47w everywhere. This completely exhaust the
freedom in the conformal factor. Calculating the determinant of hap yields:

det(hap) = det(Sap) [1 + SPCopQ + (~5CPCop + S Pdop) 2] + O(27) (4.8)

21



so that det(hap) = det(Sap) requires
SABCup =0,  SPdup = 104805, (4.9)

where the angular indices A, B, ... are raised and lowered with the unit round metric S4p.

Let us return to the expansions of W, 8 and U in Eq. (4.6). These can also be further simplified.
Since we are in a conformal divergence free frame now, n is not just geodetic but in fact geodesic.
The affine parameter along these null generators is u because n®Vyu = —n®l, = 1. Therefore,
g’ = 1, which in turn implies that e 2% = 1 and thus B0 = 0. Moreover, we also have
n®Vaz? = 0 so that 34 = 0 and e 28U4 = 0, which sets U(AO) = 0. Moreover, we have Vyny, = 0
so that

Vany = VaVpQ = 0,0,Q — T6,0.0 = 0. (4.10)

Looking for instance at the 22-component, we find that
0= TIq = §"%0gun = 2008 = 28 + 0(Q) (4.11)

and thus not only 890 = 0 but also () = 0. Continuing this for the other components and using
Eq. (2.10) to probe one order deeper, we also find that UAM vanishes and W@ = 1.

To summarize, in the conformal Bondi-Sachs coordinates (u, €2, 3:’4) we have the unphysical metric
(4.1) with the following asymptotic expansions

W =2+ *w® + 0 (4.12a)
8 =289 4 0(03) (4.12b)
U4 = QU + QPUG, + 0(9) (4.12¢)
hABZSAB+QCAB+Q2dAB+O<QS) , (4.12d)

where Cyp is traceless and the trace of d4p is specified in Eq. (4.9). The coefficients W) and
U(‘g) are often written as
3) def A def -4

where M and N* are referred to as the mass and angular momentum aspect, respectively, because
M and N encode information about the mass and angular momentum of the spacetime at null
infinity.!? This interpretation is supported by explicit examples such as the Kerr-Newman and
Vaidya metric, the Landau-Lifschitz approach to defining balance laws and put on a firm ground
by an analysis of the covariant phase space of asymptotically flat spacetimes.

4.2 Bondi-Sachs coordinates for the physical metric

These conformal Bondi-Sachs coordinates for the unphysical spacetime constructed above can be
used to obtain asymptotic coordinates for the physical metric. In the conformal Bondi-Sachs
coordinates, the physical metric is

gudatde” = Q2g,, detdz” (4.14)
= —Q72W du? 4 20726 dudQ + O 2hap (dat — U4 du) (da® - UP du) .
Surfaces of constant u are outgoing null surfaces for both the unphysical and the physical spacetime,

since conformal transformations do not change the properties of null geodesics. To put this metric
in a more familiar form, we define a radial coordinate r in the physical spacetime so that null

1Be aware: conventions differ on the precise definition of the angular-momentum aspect, and some authors shift
N* by terms proportional to Cap and its derivatives, and/or multiply it by a numerical factor.
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infinity is approached as the radial coordinate goes to infinity along the null surfaces of constant w.
The natural candidate for this radial coordinate is » = Q!

%
gudatdx” = —e2P . du? — 228 dudr + r*hap <dacA —UA du) (da:B —-UB du) , (4.15)
r

where — to make contact with the standard notation for asymptotically flat spacetimes — we
have introduced V := r3W. The expansions of the metric coefficients in  in Eq.(4.12) naturally
translate to expansions in terms of 1/r. Moreover, if we impose Einstein’s equations order by order
in 1/r, we find relations between some of the coefficients. In particular, we find that

1 1 1
=——CBCup—+0 () 4.16
f="5 apz T O\ (4.16)
1% oM 1
_1—+O<2> (4.17)
T T T
DpCAB N4 1
Ud=-—22— 4+ 4+ 0= 4.18
22 + r3 + (r4) ( )
C d 1
hap = Sap + —22 4 4A2B +0 <3) (4.19)
T T T
and evolution equations for M and N4. These are:
. 1 1
M= —gNABNAB + ZDADBNAB (4.20)
: 2 1 1 1 1
N4 =_Dp (3M — SCCDNCD> SAB 3DCD[ACB}C} + 5J\ff“CDBCBC — 6z\fff(;szc*f“C
(4.21)

with the dot denoting a partial derivative with respect to v and we have defined the Bondi News
tensor Nap := C’AB. Nap is called the news tensor, because it determines the energy flux of
gravitational radiation and thus carries news about the presence of radiation. One can show that
the news tensor is a geometrically determined tensor field independent of the choice of u-foliation.
For the unphysical metric, we had only used part of Einstein’s equation through the conditions on
n®. Of course, we could have implemented these equations already for the conformally completed
metric, but in that case we would have to be careful to use Eq. (2.6) as it is the physical metric
that satisfies Einstein’s equation, not the conformally rescaled one.

Remark 4.1. Minkowski spacetime itself is of course given by 8 = 0,V/r = 1,U4 = 0 and
hap = Sap and the Schwarzschild spacetime is 3 = 0,V/r =1 —2M/r, U = 0 and hap = Sas.

5 Gravitational waves

Having learned about asymptotically flat spacetimes from two complementary pespectives — the
geometric definition relying on conformal completions and the coordinate definition using Bondi-
Sachs coordinates — we are finally ready to study gravitational radiation. In principle, we could
do this again from both perspectives. However, in the interest of time, we will take the second
route only and focus on the physical metric in Bondi-Sachs coordinates that we discussed in
Sec. 4.2.12

12The geometric approach is rather involved due to the fact that dap is not invertible and therefore raising indices on
T is subject to a certain ambiguity. Challenges in defining a covariant derivative for all fields on Z goes hand in hand
with this observation, and derivatives are essential in defining the ‘next-order’ structure that contains information
about radiation.
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5.1 Radiation, mass and angular momentum

What can we learn from these metric expansions about gravitational radiation? First of all, note
that to know the metric near Z, we need to know Cup, M and N4. Since we know the time
evolution of both M and N4, this significantly reduces the freedom of M and N4: we can only
freely determine M and N at some initial time ug. In other words, we have the freedom to specify
the “initial data” M (ug,z?) and N4(ug,z?). The tensor Cap is left undetermined by the field
equations. As mentioned before, it contains two degrees of freedom, since it is traceless. These
degrees of freedom are exactly the two radiative degrees of freedom of the gravitational field and
can be directly related to the plus and cross polarization of gravitational waves, often described
in textbooks on this topic. If Cyp is time independent so that Cyp = Cap(z?) and Nap = 0,
the two-sphere metric near Z will be distorted but there is, of course, no radiation. Thus, the
real litmus test in terms of these coordinates of whether radiation is present is not Cap # 0, but
Nap # 0.

The time-dependent Bondi mass m(u) for an isolated system is defined as:
1
m(u) := E/M(u,xA) d?s (5.1)

with d?S denoting the volume element on the unit two-sphere. The celebrated Bondi mass-loss
formula follows from Eq. (4.20). Integrating this equation over the unit 2-sphere on both sides, we

obtain 1
1(u) = —o— [ NagN*E @25 5.2
W =5 / AP (5-2)
where the first term on the right in Eq. (4.20) describes the flux of gravitational-wave energy, and
the second term integrates to zero due to the divergence theorem. If there is no gravitational
radiation, i.e. Nap = 0, the Bondi mass is constant. If a system emits gravitational waves, then

its Bondi mass must decrease since m < 0.

Defining angular momentum is more tricky, however. Why? This is a result of the “supertrans-
lation ambiguity”. Let us go back to the situation in Minkowski spacetime first, to highlight the
similarities and differences. Recall that the Poincaré algebra is the semi-direct product of trans-
lations with the Lorentz algebra. As a result, there is no unique Lorentz subalgebra: there is one
associated to each origin. The location of the origin can be shifted by translations, so there is a
4-parameter family of Lorentz subalgebras. Since angular momentum refers to the Lorentz alge-
bra, angular momentum in Minkowski spacetime also comes with a 4-parameter ambiguity. This
ambiguity is physical and corresponds precisely to the choice of an origin about which angular
momentum is defined. Now the BMS algebra is the semi-direct product of supertranslations with
the Lorentz algebra. As a result, the BMS algebra has an infinite parameter family of Lorentz
subalgebras that are related to each other by supertranslations. Therefore, the ambiguity in an-
gular momentum is infinite-dimensional for asymptotically flat spacetimes and cannot be traced
to the choice of an origin in spacetime.

However, when the spacetime is stationary during for some extended period, the supertranslation
ambiguity can be removed. Because in the absence of gravitational waves, one can naturally reduce
the BMS algebra to the Poincaré algebra and the supertranslations disappear. Since most systems
of interest are typically assumed to be stationary in the remote past, this is not a severe restriction
on the space of physically motivated spacetimes. At a practical level, this can be implemented by
adopting a preferred Bondi frame. The key element is to require that C'4p vanishes in the remote
past (instead of being merely constant, which is required by the stationarity condition: Nap = 0).
A supertranslation would turn an initially zero Csp into a non-zero Csp. This can be seen as
follows. A supertranslation is generated by a vector field £* with components

- (3o o(t) Lot vo(2)
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in the (u,r,z?) Bondi-Sachs coordinates and f = f(x“) an arbitrary function on the two-sphere.
From the transformation, L¢g,,, one then obtains that a supertranslation changes C4p in the
following way:

8;Cap = fNap —2DaDgf + SapD’Dcf . (5.4)

This non-zero C 4 g violates the requirement of the preferred Bondi frame. Thus, this eliminates the
freedom to perform supertranslations and thereby makes angular momentum unambiguous.

In gravitational wave modeling, one is of course not interested in spacetimes that remain stationary.
So after some finite period, there typically is radiation and the supertranslation ambiguity in
defining angular momentum reappears. In the case of a binary merger, the final configuration
is a rotating black hole spacetime. In other words, in those scenarios the final configuration is
also stationary. Thus, in such cases, one can unambiguously define angular momentum during the
early non-radiative regime and the late non-radiative regime. One should, however, be extremely
careful in comparing the two, since the initial angular momentum of the binary and the final
angular momentum of the black hole generically refer to distinct rotation subalgebras of the BMS
algebra. Only if one has kept track of the full information in C4 g throughout the radiative regime
can one meaningfully compare the initial and final angular momentum.

5.2 Gravitational memory effect

There is another interesting effect associated with gravitational radiation, which is known as the
memory effect. Consider a system of test particles, i.e., freely falling objects that do not backreact
on the spacetime, near null infinity. If a gravitational wave passes by, it will induce oscillations and
the relative positions of these test particles will change. This is of course not surprising in anyway.
What is interesting is that after the wave has passed and the spacetime is stationary again, the test
particles will generically not return to their original position. In other words, the spacetime metric
before is distinct from the metric after the wave has passed. Compare this to a more ordinary
experience. If you were to jump into a swimming pool, the waves you created will fade and if you
are back on the side of the pool, the water will return to its original, flat configuration. The water
in the pool has no “memory” of the waves you created, while the spacetime metric “remembers”
the passing of a burst of gravitational waves.

The relative change in the positions of the freely falling particles near Z can be calculated exactly
by integrating the geodesic deviation equation twice:

X = R, XtTeT? (5.5)

where X is the deviation vector, T'® the tangent vector to the geodesics and an overdot indicates
derivation along T®. Let us make this more concrete. Suppose that an asymptotically flat spacetime
is stationary at early and late times, so for u < wg and w > u; with uyp < w1, the Bondi news
vanishes. Consider two freely falling test masses near Z with worldlines initially tangent to (9/0u)®
and initial deviation vector X64. During the stationary era, the deviation vector X4 (u) will simply
be the parallel transport of X64, but in the radiative regime it will differ. As a result, in the late
time stationary era for which u > w1, the deviation vector X{' will be different from the parallel
transport of X()4. This difference is encoded in the memory tensor Aap:

xWA Al x VB (5.6)

where the superscript (1) indicates the 1/r part of the initial and final deviation vectors Xg'
and X{‘. This memory tensor can be directly related to the difference in C'4p at early and late

times:
uU=00

1
Aap = 3 Cag

(5.7)

U=—00
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From the above discussion about angular momentum, you may worry that this is not gauge invari-
ant since a supertranslation can change Cap (see Eq. (5.4)). While it is indeed true that at any
given u, you can change C'4p to any value you like using a supertranslation, you can only do this
for one value of u since f(z4) is u-independent. Consequently, the difference between Cyp at two
different instances of retarded time cannot be changed by a supertranslation.'® The memory effect
is more difficult to observe in ground-based gravitational wave observatories than the gravitational
wave itself, but there are predictions that this is within reach of advanced LIGO and certainly with
the Einstein Telescope or other next generation observatories. In analogy with electrical circuits,
the memory effect is sometimes referred to as the DC part of the signal and the gravitational wave
itself as the AC part.

6 Linearized gravity

We have studied a large class of spacetimes describing solutions to Einstein’s equation that are
asymptotically flat. This framework is very general and allowed us to study the consequences of
Einstein’s equations in the full non-linear theory. We only assumed that far away from the sources
describing the isolated objects of interest, the spacetime curvature died off at some appropriate
rate. Near the source, the curvature could be as strong and wild as one would like. However,
the framework does have the drawback that we only have access to information of the spacetime
near null infinity. One may also be interested in situations in which the spacetime is only “slightly
different” from some analytic solution such as the Schwarzschild or Kerr spacetime. To what does
Einstein’s equation reduce in such a scenario? This is exactly the realm of perturbation theory,
which is used in all areas of physics. More precisely, suppose we set gop = Gap + Vap With Gap
some exact solution to Einstein’s equation and 7, is “small”. We could then imagine expanding
FEinstein’s equation to first order in the perturbation 4. The resulting equations are called the
linearized Einstein equation and we will derive it in this section.

It is convenient to adopt an approach in which one does not have to keep track of the orders of
various terms in the perturbation expansion. Let g,(A) be a one-parameter family of metrics on
a fixed manifold M, where the parameter \ has a range between zero and one. Let g44(0) be the
analytic background metric you are interested in perturbing (e.g., the Schwarzschild metric). The
plan is to evaluate d/d\ of various quantities at A = 0. This allows us to automatically keep the
appropriate terms in our perturbation expansion. Here we are only interested in the leading and
linear order, but in principle this technique applies to any order.

Since Einstein’s equation is a differential equation in which the covariant derivative plays a key
role, let us focus on this derivative operator first. Denote the one-parameter family of covariant

A
derivative operators compatible with the one-parameter family of metrics g.(\) as V,. Fixing a
A-independent vector field k, on M, we find that

d A
d)\< akb>

for some tensor field C7, which is symmetric in its covariant indices. This tensor field represents
the A-rate of change of the derivative operator evaluated at A\ = 0 and in some ways is reminiscent
of the Christoffel symbol relating the covariant derivative operator to, say, the partial derivative.
Now the question is of course: what is C',? By definition, the covariant derivative operator satisfies

= —C%k, (6.1)
A=0

A
Va gbe(A) = 0, so that

0= (%o gn) (6.2

A=0

131f at early time, one adopts a preferred Bondi frame then the memory tensor is of course simply the value of
Cap at late times because Cap at early times vanishes.

26



0 d
= —Ciy 9ea(0) = Cie gba(0)+ Via 71 (9e(N))x=0 (6:3)
= —C% Gea — C2. Goa + Va e (6.4)

where in going from the first to the second line, we used Eq. (6.1), and in going from the second

0
to the third, we defined g,,(0) = gap, Vo= V, and % (9ab(N))|n—¢ = Yab- Using this in

d (A A A
0= 25 (V0 90— 1 g0c0)= Ve 9V (6.5)
dA A=0
and solving for C7,;, we find that
d- 1
Cbcgda = _5 (vaVbc — ViYac — vc')/ab) . (66)
Contracting this with g*™, we finally obtain the desired expression
1 —am
CEZ =359 (vlﬂ/ac + Vevar — va'ch) . (67)

2

The Riemann tensor for each value of A is defined in the usual way from the A-dependent deriva-
tive:

A A
2 V(a Vi ke = Ryl (Nka (6.8)

for any co-vector field k,. Denoting the Riemann tensor at A = 0 by Rabcd and taking the derivative
with respect to A, we obtain the linearized Riemann tensor:

g d(A)] =2 | L% Sk (6.9)

ax tave M|y Fa =2 oy ViaVe Re| | '
= ~2V, (Cif ka) — 2C{hy Vake — 2C8, Vika (6.10)
= —2V,Cfl ka — 2V [okja Cf. — 205, Vika (6.11)
= —2V,Cf ka (6.12)

where in going from the first to the second line, we used Eq. (6.1), in going from the second to the
third we used that C[Ca b = 0 and expanded the derivatives and in the final step we canceled the
last two terms. Hence, we obtain

d d B d
a Rabc (A)‘)\ZO - _2V[acb]c ) (613)

since k, is arbitrary. Substituting the expression for C¢, in terms of the background and perturbed

metric in Eq. (6.7), we thus find
d
a Rabcd()‘)‘ —0 = _v[avb}fydc - V[ozv|c|’)/b}d + v[avdfyb]c (614)

where we raised and lowered indices with the background metric g,,. This convention generically
does not lead to any confusions, but be careful with minus signs and inverse metrics:

d b
—g* (A = -7 6.15
W= (6.15)
and not +7 so that
2 d d d d
i 6(1 — ac . — ac —C —ac .
0== b, o= dx (9"9eb) N ¥ A:ogb+g I
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_ _ !
= —7"Geb + 4" Ve = =V, +75 =0 (6.16)
To determine Einstein’s equation, we also need to know the linearized Ricci tensor and scalar:

% Rac(A)’)\:O = % (5bd Rabcd()\)) ‘)\:0

1 1 1 1 1 1
=~V + 5 VeVt = 5VaVen' + 5 VoVerd o ¥a¥ e — 5 VoV e

1 1
= ViV’ = 5VaVel' = 5 V6V Yac (6.17)
The linearized Ricci scalar is
d d ac ac —ac d
X\ R(/\)’,\zo = a\ (9_ Rac)’)\:[) =—7"Rac+g a\ Rac()\)‘)\zo (6-18)
= —7"Rac + Vo Vey* = Vo VI, (6.19)

where we denoted Ruy(A = 0) = Ryp.

Now we suppose our family of metrics represents a family of solutions to Einstein’s equation, so we
also have a family of stress-energy tensors Ty,(A). At the background level, the form of Einstein’s
equation remains the same but now with bars on top of all the tensors (with Ty := Typ(\ = 0)).
At the linearized level, using the results for the Ricci tensor and scalar in Eq. (6.17)-(6.19), we
obtain

= = d
Dac + VaVey = 2V5V (075 + YacR + Gac (vad’ybd — 0Oy — ’deRbd> = —16m 5 Tac(M)r-0 »
(6.20)

where the d’Alembertian operator O is simply V*V, and v =%, = 7ap.

This equation simplifies on a Minkowski background for which all background curvature tensors
vanish:

d
Dae + VaVer = 29V (@7 + ac (VoVar™ = 0y) = =167 2+ TucWlag - (6.21)

Most likely, you have seen this equation before in an even more simplified form. This can be
achieved by a gauge transformation, for which the linearized perturbation changes as follows

Yab — %/zb = Yab Tt 2V(a§b) . (622)

Gauge transformations change the linearized metric without changing the linearized curvature
on Minkowski spacetime; just like gauge transformations in electromagnetism change the vector
potential A, but do not change the electric or magnetic field. By choosing &, cleverly, you can make
calculations significantly simpler. In particular, note that under a gauge transformation

1 1

Ve <’Ylac - 2’}’/77%) =V, (’Yac - 2’)”7“) + Ve (Vafc + Ve =V dfd7}a6> (6.23)
1

=V, (v“a - 27?7‘“) + Ve Vegr, (6.24)

where in going from the first to the second line, the third and fifth term canceled each other. So
you can always choose £ such that

ac 1 ac
Ve (’y’ — 5’/17 > =0. (6.25)

This is known as the Lorenz gauge (occasionally also refered to as the de Donder gauge), and the
linearized equations further reduce to

1 d
(e = Ve ) = =167 TueWlsp - (6.26)
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In the above, we made a convenient gauge choice to simplify the equations. Depending on the
background spacetime, other gauge choices might be more suitable as we will see in the next section
on linearized perturbations off the Schwarzschild spacetime.

Remark 6.1. While it is not true that every gauge invariant quantity is observable, gauge in-
variance is a necessary condition for quantities to be observable. Gauge invariance is a subtle
subject in general relativity and even more so at the linearized level (this was one of the reasons
for the decades long debate on the physical reality of gravitational waves). There is, however, a
very powerful but somewhat underappreciated lemma known as the Stewart-Walker lemma that
clarifies many points. It states the following:

A linear perturbation of any tensor field T;:_':g is gauge invariant if and only if its
corresponding background quantity is a constant tensor field, i.e., a linear combination
of delta functions, or identically zero.

As a corollary, this states that the linearized Ricci tensor is only gauge invariant when the back-
ground metric has a vanishing Ricci tensor or is constant. For instance, the linearized Ricci tensor
is gauge invariant off a de Sitter background but it is not off a FLRW background. The linearized
Weyl tensor is gauge invariant for both de Sitter and FLRW spacetimes, since the Weyl tensor
vanishes for both background spacetimes.

7 Perturbations off the Schwarzschild spacetime

No realistic physical system involving a black hole is exactly described by the Schwarzschild or
Kerr spacetime. The Schwarzschild solution models an isolated, unchanging black hole far removed
from other influences. Instead, the astrophysical black holes in our Universe are the sites of the
most energetic events known to occur (and most certainly are rotating!). Nonetheless, whenever
the influence of external processes near black holes are small compared to the curvature produced
by the black hole, we can linearize the Einstein field equations around the exact black hole solution.
Moreover, when rotation is small, we can work with the simpler Schwarzschild spacetime instead
of the Kerr spacetime.

7.1 Spherical harmonics

Before delving into the relevant equations, let us first review some facts about spherical harmonics.
These harmonics come in three different types: scalar, vector and tensor spherical harmonics. Here,
the classification of a spherical harmonic into scalar, vector or tensor relies on the unit two-sphere
Sap. Concretely, the scalar harmonics are just the usual spherical-harmonic functions ng(xA)
satisfying the eigenvalue equation

SABDADEY i = = (0 + 1) Yo, (7.1)

with 24 = (0,$) and D4 the covariant derivative compatible with Sqp. The vector harmonics
come in two types: even-parity Y4 (also known as electric type) and odd-parity X4 (also known
as magnetic type), which are related to the scalar harmonics through the covariant derivative
operator D4 in the following way:

Yi™ = DAYy (7.2)
X4 = e,BDpYi, . (7.3)

These even- and odd-parity harmonics are orthogonal in the sense that [ d?S ZﬁlX f{ml = 0. The
tensor harmonics also come in the same two types:

1
YiB = DYE) — §SABDCYZ% (7.4)
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X% = e “Dp) Y™ . (7.5)

These operators are traceless, i.e., S4B Yﬁ%@ =0= 848X f{% and orthogonal in the same sense as
the vector harmonics are. The beauty of these decompositions is that the spherical symmetry of the
background spacetime prevents modes with different parity from mixing. As a result, perturbations
for each parity can be derived separately.

7.2 Set-up and strategy

To simplify the calculations, we will assume that the matter distribution generating gravitational
radiation is confined to a bounded volume (as is the case for compact binaries) and that our domain
of interest is outside this volume. This allows us to set the stress-energy tensor to zero and solve
the vacuum Einstein equations. Of course, when you want to infer properties of the source by
studying the waves generated by the source, you will need to link the waves with their source.
Nonetheless, there are occasions when the vacuum equations are all you need. The equations with
a source are very similar; just with more terms representing the matter pieces.

A popular gauge in studying perturbations on a Schwarzschild background is the Regge-Wheeler
gauge. This gauge is named after Regge and Wheeler, who introduced this gauge to study stability
of the Schwarzschild solution. It eliminates four components of the metric, thereby reducing the
number of independent components from ten to six. This may be puzzling at first as — even in this
gauge — Einstein’s equations yield ten differential equations. Thus, a priori, the system appears
overdetermined. Fortunately, the (contracted) Bianchi identities come to the rescue. In vacuum,
these reduce to the statement that V*R,, = 0. These four additional relations provide constraints
on the ten differential equations obtained by linearizing Einstein’s equations, thereby reducing the
number of independent equations to exactly six.

In this section, we will derive the equations in the Regge-Wheeler gauge, but the final results will
be gauge invariant. At this point, you should be on your guard. Occasionally, people will call
results that are completely gauge fixed also gauge invariant and you may suspect that this is what
is meant by “the final results are gauge invariant”. This is not the case. Here, we mean truly
gauge invariant and not gauge fixed.'* How is this possible? This is analogous to the construction
of Bardeen variables in cosmological perturbation theory. The procedure is surprisingly simple:
you investigate how different quantities transform under gauge transformations and then you take
clever combinations of these quantities so that the gauge transformation of the resulting com-
posed quantity all cancel each other, and thus is gauge invariant. With this knowledge in hand,
you perform your calculation in the simpler gauge (like the Regge-Wheeler gauge in the case of
Schwarzschild) and at the end replace the quantities by their gauge invariant counterparts. Of
course, there is a caveat. The final quantities need to be gauge invariant themselves, if they are
not, it of course does not help whether you replace objects with their gauge invariant counterparts.
Fortunately, by the Stewart-Walker lemma, the linearized Einstein’s equations are gauge invariant
in vacuum. Hence, we can apply this procedure to the case of perturbations on a Schwarzschild
background.

Having set the stage, let us start by splitting the metric in the background Schwarzschild metric
and perturbations, where the Schwarzschild line element in standard (¢, r, 0, ¢) coordinates is given
by

e (46 + sin? 0 dg?) (7.6)
f(r) ’

where f(r) = 1—2M /r. We will decompose the linear perturbations using the spherical harmonics:

ds®* = —f(r)dt* +

11f expressions are completely gauge fixed, they are of course gauge invariant under the allowed residual gauge
transformation — of which there are none! This is likely the origin of this — in my opinion — abuse of language.
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Z (t,7) Yo, (7.72)

TpA = ij (t,r) Y™ + hﬁm (t,7) X5, (7.7b)
B= Zr K (t,7) Yo Sap + 12 GU™ (t,7) YA + hE™ (¢, r) X475, (7.7¢)
lm

where p, q are indices referring to the (¢,7) components only. The sum over ¢ is restricted to ¢ > 2
(and m ranges from —¢ to ¢). The ¢ = 0 and ¢ = 1 multipoles are non-radiative and require
special treatment. We will not treat these here. It turns out to be convenient to also give the (t,r)
components their own name. In particular, standard notation is to introduce

[ JOVHG(E ) H{™(t,7)

= (7.8)
. Him(t,7) HY™ (8, 7)
f( )
and for the even-parity modes of 7,4
-im
Im ]O (ta T‘)
gy = P (7.9)
]1m (t7 7”)
with similar notation for the odd-parity modes
hE™ (¢, r
pem — | 0" (57) (7.10)
h{™(t,r)

Hence, there are seven even-parity modes (Hy, Hi, Ha, jo, j1, K,G) and three odd-parity modes
(ho, hi,h2). Under a gauge transformation generated by some arbitrary vector field £%, the per-
turbation changes as follows (see Eq. (6.22)):

Yab — Vab = Yab + 2V (a&p) (7.11)

and as a results, the different components transform accordingly. If we decompose £* into spherical
harmonics as well, we can make this more concrete. The four components of £ are split into three
even-parity modes (ag, a1, b) and one odd-parity mode (c¢):

&= a,"(t,7)Yim (7.12a)
£m

Ea=Y bt )Y+ () X (7.12b)
lm

Under a gauge transformation the even-parity sector transforms as

foa = foq = Toa + 2V 04 (7.13a)
2
jp ? ]1/) = jp +ap + vpb - ;Vpr b (7.13b)
(0 +1 2 2M
Kk =k A )b+(1—>a1 (7.13¢)
T T T
2
G— G =G+ b (7.13d)

where V,, refers to the covariant derivative of the two-dimensional subspace spanned by (¢,7) (so
this derivative is compatible with the line element ds? = —fdt?> 4+ f~'dr?). We have suppressed
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the labels referring to the spherical harmonics to avoid notational clutter, but they are still present
(just invisible!). It is clear that the even- and odd-parity modes do not mix in the above expression:
only even-parity modes appear, as expected. Similarly, gauge transformations for the odd parity
sector can only be changed by c(t,7):

ho — h{ = ho + O (7.14a)
2

hi — hll =hi 4+ 0.c— —c (7.14b)
T

hy — h/2 = hs + 2c. (714C)

From these explicit gauge transformations, we learn two things. First, there are two even-parity
gauge invariant quantities

foa = foq — 2V pig) + 2rV (,rV G + r*V,V,G (7.15)
K::K+%€(€+ 1)G—§j1+r8rG (7.16)
and two odd-parity gauge invariant quantities
Fio = ho — %athz (7.17a)
Fy =y — %ath + %hQ . (7.17b)

Second, one can always choose a and b such that in the even-parity sector j, = 0 = G. This is
exactly the Regge-Wheeler gauge and in this gauge we see that the Regge-Wheeler quantities are
simply equal to the gauge-invariant quantities: qu = fpq and K = K. Similarly for the odd-parity
sector, where we can always choose ¢ such that he = 0. For this choice, we also find that the gauge
invariant quantities are simply equal to the metric components themselves ho = ho and hy = hy.
This is the reason why in the final equations for the linearized Einstein’s equations you are allowed
to “upgrade” fpq, K, ho and h; in the Regge-Wheeler gauge to their gauge-invariant counterparts
qu, K, il() and ?‘Ll.

7.3 Odd-parity equations

We will discuss the magnetic-parity sector in detail here as the equations are significantly simpler.
The methods for the even-parity sector are similar, but simply more messy. In vacuum, Einstein’s
equations simply reduce to R, = 0 so that we will only need the linearized Ricci tensor. The
non-zero components are:

d 1 2M I(l+1) 4M

a RtA()\)|)\:0 - 2 |:(]. - r) ( 82h() + |:8 + :| ath1> ( T2 - 7’3> ho XA (718&)
d 1 1 (1= 1)(I+2) 1,

a RTA()\)|)\:O = 5 l—w |:a7‘ — 7‘:| 8th[) + 7”‘2 hl + _ gat hl XA <718b)

d 1 2M
N RAB()\)|)\=O = [_Mwatho + 87’ |:(1 — T) hl

1 XuB, (7.18¢)

where the first equation is a consequence of the other two. Using the third equation (7.18¢) to
replace Ophg in the second (7.18b), we find that

—0fhy + (& - i) Kl — 21”) Or ((1 - 21”) hlﬂ — (1 - 21”) Whl =0. (7.19)

Introducing the Regge- Wheeler function

2M

—hy, (7.20)

YRw =
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the above equation can be rewritten as

1, oM\ ., 2M (1+1) 6M
l—l_zzwat+<1‘r>ar+ﬂ&]‘1’f‘w_[ 28

T

Upw =0, (7.21)

=0 ‘=Vodd

where here O refers to the two-dimensional d’Alembertian operator on the subspace spanned by
(t,r). This wave equation with the above potential is known as the Regge-Wheeler equation and
plays a key role in black hole perturbation theory. Solving this single equation for Uy determines
the odd-parity metric coefficients: h; is obtained by inverting Eq. (7.20), and 0;h¢ is determined
by taking the appropriate derivatives of h; (see Eq. (7.18¢)). The metric function hy is pure gauge
and therefore not relevant.

The Regge-Wheeler equation is gauge invariant: it takes the same form in any gauge. This follows
directly from the fact that Upy can be made gauge invariant by “upgrading” h; to hi. This simple
procedure is one of the reasons why the Regge-Wheeler gauge is so frequently used. In the presence
of a non-zero perturbed stress-energy tensor, the right hand side of the Regge-Wheeler equation
contains the source terms.

Of course, other coordinates can be used for the background as well, such as the retarded or
advanced null coordinates:

ds® = —f(r)du2 — 2dudr + 12 (d02 +sin% 0 d¢2) (7.22)
= —f(r)dv? + 2dudr + r* (d6? + sin? 0 d¢?) (7.23)

where u =t —r —2MIn (5% — 1) and v = t +r + 2M In (557 — 1). The Regge-Wheeler takes the
same form as in Eq. (7.21) but with the two-dimensional d’Alembertian operator expressed in the
appropriate coordinates.

It may appear strange at first that gravitational radiation is encoded in hg and hi, which are
the tt- and tr-components of the perturbed metric instead of the angular components. However,
this is a consequence of the coordinates used here. If we transform these results to Bondi-Sachs
coordinates and calculate the time-integral of the Bondi news tensor, we find that

Cap(u,0,0) = Yoqq(u,r = 00)Xap(l, o), (7.24)

where W,qq is the Cunningham-Price-Moncrief function evaluated at » = oo. This function is
a close cousin to the Regge-Wheeler function. In particular, up to an overall factor of a half,
the Regge-Wheeler function is the (retarded) time derivative of the Cunningham-Price-Moncrief
function in vacuum:

1
Vrw = §5t\1’odd ; (7.25)

or, equivalently, Yy = %8U\Ilodd. Since the time derivative commutes with the d’Alembertian
above, the Cunningham-Price-Moncrief function satisfies exactly the same equation as the Regge-
Wheeler function. This fact combined with the simple relation between ¥,43q and the Bondi news
tensor is the reason why one nowadays typically regards the Cunningham-Price-Moncrief function
as the fundamental odd-parity master function instead of the Regge-Wheeler function. Of course,
the Bondi news tensor could be expressed in terms of the u-integral of the Regge-Wheeler function,
but this additional integration is often inconvenient. One can also show using Eq. (7.18b) that
the Cunningham-Price-Moncrief function W,qq can directly be expressed in terms of the gauge
invariant metric components

Woaq = (l—l?(nlﬂ‘) [(ar - Z) fio — atﬁl} . (7.26)
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In the presence of sources, the situation is slightly more complex: the relation between Cunningham-
Price-Moncrief function and Regge-Wheeler function also includes a term involving the r A-component
of the perturbed stress-energy tensor. Moreover, Wryw and W,qq do not satisfy the exact same
equation in that case because the source terms will be different for both. Nonetheless, also in
the presence of sources, the Regge-Wheeler equation for the Cunningham-Price-Moncrief function
provides the fundamental odd-parity master equation.

7.4 Even-parity perturbations

The manipulations for the even-parity sector are very long and tedious. Therefore, we shall simply
give the final result. The final even-parity master equation is expressed in terms of the Zerilli-

Moncrief function Veyen:
-2 2M\? - oM .
A r T

where A = g+ Y and p:= (I — 1)(I +2). This function satisfies the Zerilli equation, which in
vacuum is given by

2r

\I/vn::
eve I(1+1)

(D - ‘/even) lIIeven =0 (728)

1| o/pu+2 6M\ 36M? 2M
Veven 1= F [/"L ( r2 + 7“3> + ré (,u + 7“> : (729)

with

The Zerilli-Moncrief function contributes to the Bondi news tensor in a similar way as the Cunningham-
Price-Moncrief function

Cap(u,0,¢0) = Yeyen(u,r = 00)Yap5(0,0) . (7.30)

Be careful: if you compare these results with the literature, you may find slightly different equations
as there are many different conventions for what physicists call “the” Zerilli-Moncrief function. I
find this convention particularly attractive given its direct link to the Bondi news tensor.

How to solve for the odd- and even-parity master equations is a different ball game all together.
There are different (numerical) techniques, but the details of these are beyond the scope of this
course.

8 Spin coefficient formalism

When studying metric perturbations off Kerr, the resulting wave equation is not separable. In
other words, the solution to the resulting wave equation cannot be written as ¥ = fi(¢,7) f2(0, ¢).
This makes studying the solutions significantly more complicated. Fortunately, there is an alter-
native approach to studying perturbations off Kerr: instead of using metric variables, we will use
spin coefficients. Teukolsky showed that the wave equation is separable in the spin coefficient for-
malism, as we will see in the next chapter. First, we will need to learn the basics of this powerful
formalism.

8.1 Tetrads versus coordinates

When working with a specific spacetime (or some n-parameter family of spacetimes with n integer),
it is often practical to introduce coordinates. However, an alternative is to use an orthonormal
basis and express everything in terms of this basis. To be more concrete, consider for instance a
spherically symmetric vacuum solution:

ds? = —f(r)dt? + ;l:) + 12 (d0% + sin® 9dg?) . (8.1)
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Any tensor equation can be expressed in terms of a coordinate basis 0,

g 0 0 0
Lo ov o0 96 52

or in terms of an orthonomal basis €,u15

1 0 0 190 1 0
= Z = - Z\L_. 8.3

{\/Tat7\/?8r7r607rsinea¢} {60761762763} ( )
with ey simply the name for the first basis element, and similarly for the other elements (so that
el = 1/\/f, el = 0, etc.). To illustrate this, take the time translation Killing vector field 7. This
can be equally well expressed in terms of the coordinate and tetrad bases

T =T, = % =Tte, = +/feo (8.4)

with the non-zero component in the coordinate basis 7¢ = 1 and in the tetrad basis 7° = /7.
Of course, neither basis is unique. In terms of the coordinates, we are always allowed to perform
a coordinate transformation from x® — 2’'“. As a result, the components of a vector also change

accordingly
/a
Vi(z) — V') = ‘(;”; V() (8.5)

The orthonormal basis is also not unique, but should remain orthonormal at every point in space-
time, that is,

gab(x)eau(x)eby(x) = Nuv - (8.6)

The transformations that preserve this condition are exactly the Lorentz transformations:

e’ (r) — e'l‘j(fn) =A)e%(z) (8.7)
because
. ?
gab(l‘)e/“(x)e/g(x) = Nuv (8.8)
= gab A€, A el (8.9)
= Al A (8.10)
!
= Ny (8'11)

where in going from the first to the second line we substituted the transformation law in Eq. (8.7),
in going to the third line we used Eq. (8.6) and finally we used that Lorentz transformations
leave the Minkowski metric invariant. The picture to have in mind is that once you have picked
an orthonormal basis, to ensure that this basis remains orthonormal, you can only rotate or
boost it. This is different from a coordinate transformation which changes the coordinates z® to
any arbitrary x’®, while the Lorentz transformations only change the orientation of the tetrad in
spacetime. Because of the normalization condition in Eq. (8.6), tetrads are sometimes also referred
to as the square root of the metric. At a practical level, one can also think of e, as a square matrix.
The inverse of €, also exists and satisfies

e, ey = 9% = e, el = ok . (8.12)
This is very convenient, because this allows us to transform the internal “Lorentz” indices p, v, . ..
to “spacetime” indices a, b, ... and vice versa. For instance, we have

Vi=elVE = V=V (8.13)

5This also goes by the name of tetrad, or vielbein and in the case of four spacetime dimensions a vierbein.
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At this point, all is good and well. This formalism becomes really interesting when we start to
differentiate objects (or if you are interested in describing fermions, which can only be coupled to
the spacetime geometry through tetrads). Recall that the covariant derivative can be related to a
partial derivative as follows

Vo T% =0, +1°,1¢ -1 1% (8.14)

a

where if the covariant derivative is compatible with the metric (Vag5. = 0), then the Christoffel
symbols are symmetric in the lower indices I'j, = I'%,. How about derivatives of objects with
Lorentz indices? Taking their derivative yields
VoTH, = 0,T", +w M \TA, — w1 (8.15)
where w ", is called the Ricci rotation coefficient, gauge connection or spin connection.'® The role
of this spin connection is to ensure that X/, := V,T* has the correct transformation properties,
that is,
Xu Xlu / _A/JAI'iabeA

a I/(x) — Xq V(x ) — A or'a b n(x) : (816)
Thus, the role of the spin connection is similar to that of the Christoffel connection which ensures
that tensors remain tensors after covariant differentiation. Now if the covariant derivative is metric
compatible, this also implies a symmetry property for the spin connection:

Wapy = —Wavy - (8.17)
This can in fact be derived once you know that the spin connection can also be written as
Wapy = eubvaeyb . (8.18)

Instead of symmetric like the Christoffel symbols, the spin connection is anti-symmetric in its last
two indices. Counting the number of independent components, this implies that in n spacetime
dimensions

1

be 1 T X Ln; ) (8.19)
-1

Wapuy : T X n(nQ) (8.20)

which for n = 4 reduces to 40 independent components for the Christoffel symbols and only 24
for the spin connection. If you are not yet impressed by the efficiency of the spin connection, you
should be once you realize that all differential geometry (so the Riemann tensor, Ricci tensor, etc.)
can be expressed in terms of spin connections without the need of Christoffel symbols. Therefore,
in principle, the calculations using spin coefficients are a lot more efficient (once you get the hang
of it). The Bianchi identities and Einstein’s equations can also be written entirely in terms of the
spin connection and this formulation forms the basis of the Geroch-Held-Penrose formalism.

8.2 GHP formalism

Newman and Penrose used a formulation of Einstein’s equation in terms of the spin connections
together with a clever choice of tetrad [13]. In particular, since their goal was to study gravitational
radiation, they introduced a null tetrad. The Newman-Penrose (NP) formalism was a decade later
superseded by the even more efficient and more explicitly covariant formalism of Geroch, Held and
Penrose (GHP) [14]. Therefore, we will use the GHP formalism here. Unfortunately, many results
in the literature still use the older NP formalism. So be aware! At first, both formalisms may seem
like a lot of names without much content and it does take some time to get used to it. However,
in studying perturbations off Kerr, it has become an invaluable tool.

16Some authors seem to distinguish between wq,, versus wy,, when naming these objects; however, there does
not seem to be a universal naming convention and I will use the different terms interchangeably.
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We start by introducing a (complex) null tetrad {e},} = {I*,n% m? m?} (the bar denotes complex
conjugation) with normalization

Ing = —1, mm, =1, (8.21)

and with all other inner products vanishing.'” In terms of the tetrad vectors, the metric can be
written as
Jap = —2l(anb) + Qm(a’l’hb). (8.22)

For instance, in Minkowski spacetime such a null tetrad is:

1 /0 0
Oy =—= | =—+— 2
129 ﬂ(8t+6r) (8.23a)
a1 (0D
n', = — <6t _ 67") (8.23D)
e 1 (D i 0
m 8a = 7\/57“ (ae + sm&f)gb) (8230)

with m® the complex conjugate of m®. Of course, just as with any tetrad, we can perform a Lorentz
transformation and preserve the orthogonality and normalization conditions. Let us assume for
now that we have a spacetime in which [* and n® are special and we should not rotate/boost these
directions. Then the 6-parameter Lorentz freedom is reduced to two parameters.'® This remaining
Lorentz freedom leaves the direction of {* and n® unchanged but rescales them by &, and rotates
m® and m® in the (m,m)-plane by some angle j3:

1 —&l® and n® — a 'n® (8.24)

and

me —s ePm?

and M —s e~ Pime ) (8.25)

where & and 3 are both real.'? These two transformations can be combined into one by introducing
A2 = ae'b.
n — XPAIn (8.26)

where 7 can be any tensorial object. For instance, the transformation in Eq. (8.24) is a trans-
formation with p = ¢ = 1 for [ and p = ¢ = —1 for n% the transformation in Eq. (8.25) is
a transformation with p = —¢ = 1 for m® and p = —¢ = —1 for m®. The metric g, is not
altered by a Lorentz transformation of the tetrad, so it has p = ¢ = 0. Similarly, the Riemann
tensor, Ricci tensor and Weyl tensor have p = ¢ = 0. If you contract for instance the Weyl ten-
sor with four tetrad vectors to obtain a scalar, the resulting p and ¢ will be determined by the
vectors you contract it with. To illustrate this, Cypegn®®nm® has p=0—1+1—-1+1 =0 and
q=0—14+1—1—-1= —2. All important objects in the GHP formalism have a well-defined
type {p,q}. From p and ¢, you can determine the spin-weight s = (p — ¢)/2 and boost-weight
b= (p+ ¢)/2. Only objects of the same type can be added together, just as only objects with the
same units can be added: things like 3 kilogram plus 2 meters make as little sense as adding an
object with boost-weight 2 to an object with boost-weight 0. Multiplication of two objects with
{p1,¢1} and {p2, ¢2} gives an object with {p1 + p2,q1 + g2}. This is incredibly helpful in checking
your (intermediate) calculations.

17Also this formalism is — miserably — plagued with different sign conventions (for the metric signature, the
normalization of the tetrad and even in the definition of the Riemann tensor Rabc‘ivd = 2V [, Vyve versus =2V, Vyve).
Consider yourself warned!

181f “rotations” leaving I* unchanged are allowed, then I¢ — [%,m® — m®+al®, m® — m*+al®, n® = n®+am+
am® + aal®. If “rotations” leaving n® unchanged are allowed, then n® — n®, m® — m®+bl%, m® — m® + b1, 1* —
1 +bm® + bm® + bbn®. The complex parameters a and b are the remaining four parameters of the six-parameter
Lorentz group.

19Tn the literature, this is sometimes called a type III rotation.
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Part of the efficiency of this formalism lies with the fact that it is using complex scalars to combine
two real scalars into one. This reduces the number of relevant equations, since if you know that
A = B, you also known A = B. The plot thickens as there are additional discrete symmetries
inherent to the GHP formalism. Specifically, there are three discrete transformations corresponding
to simultaneous interchange of the tetrad vectors:

1. complex conjugation m® <+ m® which also interchanges {p, q} — {q,p};

2. priming ": 1% <> n® and m® <> m®, with correspondingly {p,q} = {—p, —q};

3. starring * (also known as the Sachs symmetry operation): {* — m% n* — —m® m® — —[°,
m® — n® with correspondingly {p, ¢} — {p, —¢}.

These additional discrete tranformations further reduce the number of required equations signifi-
cantly.

In order to write the Bianchi identities and Einstein’s equation, we need to know the Riemann
tensor, which can be completely expressed in terms of the spin connection. Recall that there are 24
independent components of the spin connection, which can be repackaged into 12 complex scalars.
These are known as the spin coefficients. Of these, the eight with well-defined GHP type are

k= —1°mbV 1, with {3,1} (8.27)
o = —m*mbVly, with {3,—1} (8.28)
p = —m*mbV 4y, with  {1,1} (8.29)
T = —nmbV 1y, with  {1,-1} (8.30)

along with their primed variants, &', o/, p’ and 7/. Let us verify that x indeed has {p,q} =

{3,1}:

k= —1"m'Valy — —(ON) X! ) Va(AN) = = NN m! Vol — A9V, (AX) m*l,
=0

= Ak . (8.31)
The remaining spin coefficients are
1 a~b a, b 1 a~b a,b
8= i(m m’Vaempy — m*n’Vlp), €= 5([ m’Vamp — 191"V lp), (8.32)

along with their primed variants, 3’ and €¢’. These spin coefficients have no well-defined GHP
type, but never appear explicitly in covariant equations because they always combine with cer-
tain directional derivative operators. For instance, if we perform a GHP transformation of § we
find:

1 _ _ _
B—3 (me P Va (WX my) = A 2mon W, (ANL,) ) (8.33)
1 1 . 1< .
= ML (M Vemy, — mOnPValy) + —m®V, (A)\‘l) mPmy — = A"2meV, (A)\) nbl, (8.34)
=1 =-1
_ 1 _ _ _
_ —1 - a —1 -2 _a
=M78+ 3 MV, (M) +372mev, (AN)] (8.35)
=184+ X ImV N (8.36)

so that the second term prohibits a well-defined {p,q} for 8. In order to see how they combine
with directional derivatives, let us first define the four independent directional derivatives

D=1V, and d=mV,q, (8.37)

38



where by priming/complex conjugation we also have
D'=n%V, and ¢ =0=m"V,. (8.38)

Acting with any of these derivative operators on a scalar of type {p, ¢} generically does not produce
a scalar with a well-defined GHP type, but the following combinations do:

bn=[D—-pe—qén (8.39)
on =16 -pB+a8|n (8.40)

where 7 is a scalar of type {p,q}. The operator b is pronounced as “thorn” and & as “e(d)th”.
Their primed versions are simply:

b'n=[D'+pe+qé]n (8.41)
&'n = [0 +ps — aB| (8.42)

(also note the change in sign in front of p and ¢). Let us check that if n has GHP type {p, ¢}, then
0n also has a well-defined GHP type:

dn — [AX*HS — A8 — pATIMOAV A + gAY — qAX*QmavaX] (AP X%7) (8.43)
= XN\ o 4+ AL (APXT) —pAPAITIGN — gAPTINTT25) | | (8.44)
~—_——————

=pAPAI—LEAFgAPHINI=26)

=0
where T used the transformation of 3 in Eq. (8.36) and the fact that ' transforms as
B — AT = ANTEmA V. (8.45)

Hence, operating with d on a scalar of type {p, ¢} produces another scalar with type {p+1,q¢—1}.
In general, the action of a GHP derivative causes the type to change by an amount {p,q} —
{p + u,q+ v} where {u,v} for each of the operators is given by:

b:{1,1} and p':{-1,-1} (8.46)
0:{1,-1} and o {-1,1}. (8.47)

Note that as a result of acting with b on some {p,q} object, it raises the boost-weight by one
and does not alter the spin-weight. Conversely, b’ lowers the boost-weight by one and also does
not alter the spin-weight. Hence, p and b’ are sometimes also referred to as boost raising and
lowering operators, respectively. Similarly, d and & can be interpreted as spin raising and lowering
operators, respectively.

In vacuum spacetimes, the only non-zero components of the Riemann tensor are given by the
tetrad components of the Weyl tensor, which can be represented by five complex Weyl scalars,

Vo = Coupegl®mPlom? (8.48a)
Uy = Capegl®n®lcm? (8.48b)
Uy = Cpegl®mbmn? = % bed (l“nblcnd — l“nbmcmd) (8.48c)
W3 = Cupegl®nmen? (8.48d)
\I/4 = Cabcdn“mbncmd (8.486)
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with types inherited from the tetrad vectors that appear in their definition,

\I/() : {4,0}, \Ifl : {2,0}, \112 : {0,0}, \113 : {—2,0}, l:[/4 : {—4, 0}

With these definitions in hand, we can finally list the complete set of Einstein vacuum field equa-
tions:

dp—0o=(p—p)7+(p —p) k-0 (8.49a)
bp—0k=p*+05— kT — k7' (8.49Db)
bo—dk=(p+p)o—(T1+7)r+ T (8.49¢)
bp -0 =pp+oo’ — 77 — k' — Uy (8.49d)

together with their primed and starred version (note that Egs. (8.49¢) and (8.49d) are star-
invariant). The vacuum Bianchi identities are given by

b¥; — Vg = 7"V +4p¥; — 360, (8.50a)
bWy — 6’\1!1 = U/‘lfo - 27'/\111 + 3p¥q — 2kV3 (850b)
To make this set complete, we of course also need to consider their primed and starred versions.

Finally, the Einstein field equations and Bianchi identities are supplemented by the commutation
relations for any quantity 7 of type {p,q} :

b, b n = ((? —mNo+ (r—7)0 —p (k' — 77 + U3) — ¢ (R/?c’ — 77 + \TIQ)) n (8.51a)
p,0ln= (-7 b—kb +p0+ 00 —p (o' — /o + V1) —q(c'% — p7')) . (8.51b)
The commutation relation of say 0 and & can be obtained by considering the star of the first line.
Similarly, any other commutation relation can be obtained from the above two either by starring

or priming the above results. The equations in Egs. (8.49)-(8.51) form the basis for the analysis
of perturbations off the Kerr spacetime.

9 Perturbations off the Kerr spacetime

The spacetime of a spinning black hole is described by the Kerr metric. In Boyer-Lindquist
coordinates, its line-element is

2Mr
b))

daMrsin? 0
)y

2Mr(r? + a?)

A+ S

ds? = — [1_ } dt® — dtd¢+%dr2+2d02+ sin? 0 d¢?,

(9.1)

where M denotes the mass of the blackhole, a is its angular momentum per unit mass, ¥ :=
7?2 +a?cos?f and A := 12 —2Mr +a® = (r —ry)(r —r_) with r4 ;== M + v/ M? — a? the locations
of the inner and outer horizons (7 is the event horizon).

It is no coincidence that the GHP formalism restricted itself to Lorentz transformations that
leave the direction of [ and n® unchanged. The Kerr spacetime is a special solution due to its
symmetries: in particular, it belongs to the algebraically special solutions called type-D spacetimes.
A generic spacetime has four independent null vectors k® that satisfy

KOk ko Copperakiyy = 0 . (9.2)

For algebraically special solutions some of the null vectors coincide (i.e. are degenerate). A
spacetime is algebraically special if two of these null vectors coincide at every point k¢ = k5 = 1%,
in which case Cabc[dle}lblc = 0. This also goes by the name Petrov type II. A subclass of this
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class are Petrov type D spacetimes. For any type D spacetime, there is another pair of coinciding
null vectors (k§ = k§ = n®). In other words, there are only two instead of four non-degenerate
principle null directions and thus they select two “special” null directions. It is natural to align
two of the “legs” of the complex null tetrad with these two principle null directions. Specifically,
let [* = k¢ = k2 align with the outward null direction and n® = k$ = k¢ with the inward null
direction. Of course, as with the GHP formalism, there is still freedom to rescale [* and n* and
change the orientation of the remaining two null vectors m® and m®. As a result, there are various
tetrads being used in the literature such as the Kinnersley tetrad, the Hartle-Hawking tetrad and
Carter’s canonical tetrad. All of these are related by the freedom discussed in Eq. (8.24) and
Eq. (8.25). In Teukolsky’s orginal derivation, he used the Kinnersley tetrad. In Boyer-Lindquist
coordinates (t,7,0,®), it takes the following form:

a _ 1 2 2
190, = A <7" +a ,A,O,a) (9.3a)
a _ 1 2 2
n'0, = o (r*+a% -A,0,a) (9.3b)
1 i
- (om0, ). 03
" V2(r +iacosf) s sin 6 (9:3¢)

We will not use the explicit form of this tetrad until the end of this section.

One of the reasons for why the spin coefficient formalism is such a fruitful formalism in studying
perturbations off the Kerr spacetime is that many of the spin coefficients of the Kerr spacetime
vanish. In particular, for any type D spacetime, the Goldberg-Sachs theorem implies that four of
the spin coefficients vanish

k=K =0=0" =0, (9.4)

which is equivalent to stating that [ and n® are geodesic and shear-free. In addition, four out of
the five Weyl scalars vanish
VUog=V; =Wz =T, =0. (9.5)

This is regardless of the details of the null tetrad you picked, provided that {* and n® are aligned
with the principle null directions.

Given all these facts, we will derive the equations that govern how gravitational waves propagate
on a Kerr spacetime with no sources (just as we obtained the Regge-Wheeler and Zerilli equation
for the case with the perturbed stress-energy tensor set to zero). This equation is known as the
Teukolsky equation. In his original paper, Teukolsky uses the older Newman-Penrose notation but
the key ideas are the same. We will use linear perturbation theory, so we will expand any GHP
quantity as a “background” quantity associated to the Kerr spacetime and a perturbation. For
instance, we have:

o L S (9.6)
Uy =0 4+ ol (9.7)
k=rO 40 = O (9.8)
9=09 48, (9.9)

where in the above lines we used that some of the background quantities are zero for the Kerr

spacetime. However, for the first part of the derivation, we will not use this split and work
completely generically. The goal is to derive a “wavelike” equation for \Ilgl).
Let’s start with the Bianchi equation in Eq. 8.50a and act with @ on it to obtain:

51)\1’1 — 65"1’0 = —5(7'/\1’0) + 45([)\111) — 35(5\1’2) . (9.10)
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Taking the star transform of this equation, we find

—b0V; +bb' ¥o=b(p¥g) —4b(7¥1) +3b(c¥y) . (9.11)

Now simply adding these two equations, we obtain a second order differential equation for W
coupled to ¥; and ¥y with first order derivatives:

(bp' —00") o — p' bW + 70V — 4p0V; + 47 b ¥y + 350¥s — 30 b Uy

+©@b—Db0) ¥y + Uy (07" —Dbp') —4¥, Op—Db7) —3¥3 (bo — k) =0. (9.12)
This equation can be simplified using that the first term on the second line is simply the commutator
[0,b] on a {2,0} quantity, the term multiplying ¥y on the second line is the left hand side of

Eq. (8.49d) and the term multiplying W is the left hand side of Eq. (8.49¢). The term multiplying
U can be rewritten using Eq. (8.49a) and its star:

—br+br=F —-7)p+ (7' =T)o -0y . (9.13)
Substituting all these results, Eq. (9.12) becomes
(bp' =00 = p'b+70— p'p— o0’ + 7’7 + kK’ + Vy) Ty
+ [4r+7)b+KD —(4p+p)0— 00 +4(p' k- 0'0)

+2(pk =70+ Uy) +4(—7To—Tp+To+pr—pr+pr+2¥1)] ¥y
+3(KO—0ob—(p+p)o+ (T+7)k—T) ¥y=0. (9.14)

At this point, it is convenient to start splitting all the quantities into background and perturbed
quantities. At linear order, since the background values for ¥y and ¥, are zero, the terms mul-
tiplying Wy and ¥; all have to be background quantities. For the terms multiplying W», this is
different as \11(20) # 0. Let us focus on those terms first and extract the linear part (ignoring the
U term which we will include with the last term on the first line):

3(kd—cb—(p+p) o+ (T+7)k) ¥y g (m(l)é(o) — oW pO (p(o) + ﬁ(o)) o
+ (r(°> + %’(0)) /-;(1)) g (9.15)

where I used that £(©) = 0 = ¢(9). Using Eq. (8.50b) and its star for the background, i.e.,

p@ @ = 3,0 (9.16)
00w = 37Og" | (9.17)

the linear part simplifies to

3(kd—cb—(p+p) o+ (T+7)k) Ty g ((47(0) + ?'(0)) kM — (4p(0) + /5(0)) 0(1)) \I/g)) :

(9.18)
Hence, the linear part of Eq. (9.14) is simply
(P ~30' — ' p+'8 — '+ 77 — 202) O !
+ (47 +7)b—(4p+ )3 +4 (—p7 + pr)]© wV
+3[(47© + 7©) &0 — (490 + 5O) O] W =0, (9.19)

where many terms dropped out because their background quantities are zero. Recall that the goal

is to obtain a differential equation for \I/((Jl) . We will do this by removing the derivatives on \Ilgl)

using Eq. (8.50a) and its star:

ov, — b/ Uy = —pl\I/() + 470 — 30P5 . (920)
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This yields

(bP' =00 — p'b—(4p+ D) b +70+ (47 + 70 — p/5+ 77 — (47 + 7)7' + (4p + p)p — 202) ¥ wfV
+ [4(=p7 + pr) + (AT +7)dp — (4p+ p)ar] VvV =0 | (9.21)

where all the terms proportional to Wy canceled out. Simply cleaning this expression up, this
finally reduces to the famous Teukolsky equation

(bD =30 — p'b—(4p+p) P +70 + (41 + 7 + 4pp — 4rr —20,) D w(V =0, (9.22)
By priming this equation, we obtain a similar equation for \Ilio). The first two terms are like the
d’Alembertian operator in Kerr and the remaining terms play the role of a “potential”; this is
somewhat analogous to the Regge-Wheeler and Zerilli master equations. It turns out that electro-
magnetic and massless scalar perturbations on a Kerr background satisfy a very similar equation
(only the value of some coefficients are slightly changed). This can be compactly expressed by
introducing the “spin weight” parameter s: s = 0 for scalar perturbations, s = 41 for electro-
magnetic perturbations (with s = 41 for ¢9 and s = —1 for ¢3) and s = +2 for gravitational
perturbations (with s = 42 for \Ifél) and s = —2 for \Iffll)). In these notes, we will work with s = 2
only.

In this form, the Teukolsky equation is rather abstract. To get a more concrete understanding
of this equation, let us use the Kinnersley tetrad in Eq. (9.3) and express the spin-coefficients in
Boyer-Lindquist coordinates

o = - ii cos 6 (9-232)
o = 2%(r —éa cos ) (5:250)
©) = —i‘z/s%e (9.23¢)
= V2(r? — 2i c::‘LcS(l)Islz — a?cos? 0) (9.234)
B = Qﬂ(rc—itii cosf) (9:23¢)
o = Qﬂ(rcftii cos 6) - V2(r2 —2i cjf(il)rslz — a?cos? 0) (9.231)
{0 _ g (9.23g)
@ = 2%(r —Aia cosf) : gZM (9-23h)
as well as the non-vanishing background Weyl scalar
7 - M (9.24)

(r —iacos0)3

Inserting this into the wave equation, together with the expressions for the directional derivative
operators yields

(7’2 + a2)2 9.9 0?2 (1) AMar 2 (1) aj B 1 0?2 (1)
A S0 50 T TR Boe 0 T | A snZe| 920
0 0 1 0 0 a(r—M)  cosf] 0O
—_ A8 As—l—l ())_ ( 9)_2 |: ] \IJ()
or ( or sin 6 00 sin 00 y A * ‘sinZ 1ol
M(r* —a®) 9 4 2 .12 (1) _
—2s [A — 7 —4a,COS 9] (,%\IIO + [s cot” 0 — s} Uy’ =0. (9.25)
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This is a marvelous result as in this form, the equation is separable. Meaning that if we make the
following ansatz

0o 00 L )
W = [T S Runalr) Sun0, 610y (9.26)
0 (=2 m=—{
and substitute this back into the above equation, we find two decoupled equations
d d K? —2si(r — M)K
AT — AS+1> 4s1 - Mm mw — 2
[ 0 ( ar + A + 4siwr — Mg, | Ry 0 (9.27)

1 d d 0)>
[ (sin 9) + a*w?cos? 0 — (m+ 5c0s0)” 2awscos + s+ A| Sy =0, (9.28)

sin 6 d do sin2 6

where K := (72 + a?) w — am, the separation constant A := Ay, +2amw — a?w? and the eigenvalue

Aem depends on the value of aw. The first equation is an ordinary differential equation in the
radial direction. The second equation is — if you impose regularity at the poles § = 0 and
0 = m — an eigenvalue problem for the separation constant A. The solutions are spin-weighted
spheroidal harmonics. These functions are a generalization of spherical harmonics and excellent
numerical recipes exist to calculate them to arbitrary precision. In general, the spin-weighted
spheroidal harmonics are rather complicated. However, like the standard spherical harmonics, the
dependence of the spin-weighted spheroidal harmonics on ¢ is simple:

St (0, ¢; aw) = Sy (0, 0; aw)e™? . (9.29)

Hence, the challenging part in solving for gravitational perturbations propagating on a Kerr back-
ground is to solve for the radial differential equation. There are various (numerical) methods that
tackle this problem and in some special cases analytic solutions exist. Of course, in the presence
of a non-zero stress-energy tensor, the equation will have a source term on the right hand side and
the problem will be more complicated.

The trivial solution to the Teukolsky equation, \I/(()l) = 0, only changes the mass and the angular
momentum of the spacetime but is otherwise non-dynamical (assuming that the solution is well-
behaved). As a result, one can show that the complete gravitational metric perturbation can be
recovered from \I/él) up to infinitesimal changes in the mass and angular momentum of the Kerr
background. There is even an ‘algorithm’ to do exactly this, which goes by the name metric

reconstruction and was pioneered by Chrzanowski.

Of course, the Teukolsky equation can also be used to solve for perturbations on Schwarzschild
spacetime: simply set a = 0 in the above equations. The resulting equation is called the Bardeen-
Press equation. This equation is not identical to the even or odd master equation derived in Sec. 7,
since the Bardeen-Press equation is a differential equation for \Il(()l) instead of the gauge invariant
combinations of the metric perturbations Weyen, and Wo4q. Nonetheless, the two equations contain
of course the same information and an explicit map between \I/(()l) and Yeven & Woqq exists.

The Teukolsky equation has many applications in gravitational science: from the study of (linear)
stability of Kerr black holes to super radiant phenomena, from quasi-normal modes to floating
orbits. I hope your interest is piqued and you are now ready to delve into these fascinating topics

yourself!

44



A Derivative operators

In this appendix, I collect some key properties of various derivative operators. Derivative opera-
tors are highly non-unique. Three types, however, are particularly frequently used and their key

properties are collected in Table A.

Covariant deriva-
tive

Lie derivative

Exterior deriva-
tive

popular choice
is a torsion-free
covariant deriva-
tive  compatible
with the metric

(Vagbc = 0)

nection with Lie
brackets through
Lev® = [€,0]"

Generalization of partial /ordinary directional gradient
derivative derivative
Applies to any tensor field any tensor field p-forms (i.e., anti-
symmetric (0, p)-
tensors)
Map (k,l) tensor —» (k,l) tensor —» p-form — p+ 1-
(k,l+1) tensor (k,1) tensor form
Requires nothing any contravariant nothing
vector field £
Concomitant no yes yes
Index notation VoIl Eq. (2.1) (dw)ab,...s, =
(P + 1)V [awp, .5,
Comments non-unique, but beautiful con- satisfies a modi-

fied Leibniz rule
dlwAn) = dw A
n+ (—=1)Pw A dn
for any p—form w
and ¢-form 7

Table 1: Collection of some key properties of covariant, Lie and exterior derivatives. Note: a
concomitant is a type of derivative operator that is independent of the choice of derivative operator.

Some extra words about the covariant derivative. Any covariant derivative operator V on a
manifold M is a map which takes a smooth?’ tensor field of type (k,!) to a smooth tensor field of
type (k,l+ 1) and satisfies

1. Linearity:
Ve (@A™, Ly + BBY, ) = a VAT # BV, (M)

for any (k,l)—tensor fields Aal"'a’zlmbl and Bal"'a’;)lmbl, and constants «, 8 € R.

2. Leibniz rule:

C1...Cp1 C1...Cpt C1...Cpt
Vc (A“l al?n...blB ! kd1-..bz/) - (vCAal al?n-..bl) B kd1...bz/ + A™ alzl---blch ' kdl---bl’
(A.2)
for any (k,l)—tensor field A** , and (K',1')—tensor fields Bcl"'c’“élmbl/.

3. Commutativity with contraction (which is essentially equivalent to the statement that V6, =
0).

200r at least differentiable.
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4. On scalar fields, the covariant derivative reduces to the standard ordinary derivative:
Vof =0.f . (A.3)

Put differently, the covariant derivative is consistent with the notion of tangent vectors as di-
rectional derivatives on scalar fields: v(f) = v®V,f for any f € F(M) and v® a contravariant
vector field.

In general relativity, we also add the condition that the covariant derivative has to be torsion
free:

5 Torsion free:
VoV = ViV f (A4)

for all f € F(M).

In other theories of gravity, this condition could be relaxed (for instance, in teleparallel grav-
ity).

B Further Reading

In preparing these lectures notes, I have relied on the following resources:
o Sec. 2 and 3 are based on the review article by Geroch [1], Ch. 11 in [2] and Ch. 35-38 in [15].

o Sec. 4 is based largely on [16], which in turn is based on the original papers by Bondi, Sachs
and collaborators [17, 18] as well as the review by Madler and Winicour [19].

e The discussion in Sec. 5 about the angular momentum ambiguity is nicely explained in a
recent paper [20]. For the discussion on the memory effect, I relied on the summary in the
introduction of [21].

o For Sec. 6, I have closely followed Ch. 39 in the excellent notes by Geroch [15]. For the part
regarding the Stewart-Walker lemma, I relied on Sec. 1.6 in [22].

o Sec. 7 is based on the classic paper by Martel and Poisson [23] and Martel’s PhD thesis [24].
Note, however, that Martel and Poisson have an additional minus sign in their definition of
X4 and as a result some equations are slightly different.

o Sec. 8.1 is a very succinct version of the discussion about tetrads and vielbiens in [2] and [8].
Sec. 8.2 is based on the orginal paper by Geroch, Held and Penrose [14].

e The groundwork for Sec. 9 is performed in the seminal work by Teukolsky [25]. The equations
in this paper, however, rely on the older less convenient Newman-Penrose formalism. For
the presentation in terms of the GHP formalism [14], I relied on [26].

If you would like more background information on some of the “standard” concepts in general
relativity, I recommend the excellent textbooks by Robert Wald [2] and Sean Carroll [8].

For more information on any of the following topics, I recommend the above resources in addition
to:

o For a proof of the fact that translations form a Lie ideal in b (which was mentioned but not
provided in Sec. 3.3.3), set s = 0 in Appendix A of [27].

e In Sec. 5, I sketched the key elements to go to a canonical Bondi frame in the absence of
radiation, but for the details see Sec. II D of [28] (which relies on earlier work by van der
Burg and Bondi [29] and Newman and Penrose [30]).
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o If you are interested in studying asymptotic flatness in higher dimensions, you want to learn
about conformal Gaussian coordinates, which are closely related to Bondi-Sachs coordinates
and are convenient in the study of asymptotic flatness in higher dimensions [31, 32].

¢ A succinct review of the Teukolsky equation and its relation to the Regge-Wheeler and Zerilli
equation can be found in [33]. (This review also discusses an interesting applications of the
Teukolsky equation: the self-force problem in general relativity.)

o If you are interested in metric reconstruction, the original paper by Chrzanowski [34] shows
how to obtain the metric perturbation from \Il(()l) (or \11511)) in the ingoing/outgoing radiation
gauge (up to infinitesimal transformations in the mass and angular momentum of the Kerr
black hole). Recently, some alternative reconstruction schemes have been developed that
allow for metric reconstruction in other gauges (see [35, 36]).

Personally, I have also learned a tremendous amount from discussions with my PhD supervisor
Abhay Ashtekar and collaborators Alex Grant, Aruna Kesevan, Eric Poisson, Kartik Prabhu and
Huan Yang as well as with colleagues at conferences. Some of the explanations in these notes may
originally be theirs. I strongly recommend you also deepen your learning by discussing these topics
with others!

If you miss any important references and would like to see these included, feel free to let me
know.
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